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Non-technical summary

Research Question

An accurate assessment of current economic conditions and the short-term outlook is an

important input for policy makers and institutions such as central banks. Quantitative

forecasts play an important role for this purpose. In practice, it is not only the expected

growth rate of the aggregate real gross domestic product (GDP) which matters, but also

the corresponding composition, i.e. the drivers of the economic expansion on the sectoral

level or in terms of demand impulses.

Contribution

Addressing this need, we propose a comprehensive disaggregate approach for short-term

forecasting economic activity in Germany. We explicitly take into account the way GDP

is computed in the national accounts statistics, i.e. on the one hand by the supply or

production side and on the other hand by the demand side. The GDP figures calculated

by the two sides usually yield different results and the official GDP release is somewhere in

between. We make use of this statistical procedure by separately modeling the two sides

of GDP in a system of so-called bridge equations at the most disaggregate level available

and combining the resulting two aggregate GDP forecasts.

Results

Comparing several specification schemes in an out-of-sample forecast evaluation setup,

we are able to find accurate forecasts for most of the underlying GDP components. We

then show first, that both approaches already yield aggregate forecasts which are better

than a simple benchmark forecast for forecast horizons of up to 28 weeks and second, that

combining the production side and the demand side projections substantially improves

the forecast performance, in particular for the shorter forecast horizons.



Nichttechnische Zusammenfassung

Fragestellung

Für wirtschaftspolitische Entscheidungsträger und Institutionen wie Zentralbanken ist 
eine genaue Einschätzung der aktuellen konjunkturellen Lage und der kurzfristigen Per-

spektiven eine wichtige Entscheidungsgrundlage. Dabei spielen quantitative Prognosen 
eine wichtige Rolle. In der Praxis steht nicht nur die erwartete Wachstumsrate des ag-

gregierten realen Bruttoinlandsprodukts (BIP) im Fokus, sondern auch die dazugehörige 
Komposition und somit die sektoralen Antriebskräfte sowie die Nachfrageimpulse hinter 
dem Wirtschaftswachstum.

Beitrag

Um diesen Bedarf zu bedienen, wird ein umfassender disaggregierter Ansatz für die Kurz-

fristprognose der gesamtwirtschaftlichen Aktivität in Deutschland vorgestellt. Dabei wird 
explizit berücksichtigt, dass das BIP in den Volkswirtschaftlichen Gesamtrechnungen ei-

nerseits über die Entstehungsseite und andererseits über die Verwendungsseite berechnet 
wird. Beide Rechenansätze liefern üblicherweise unterschiedliche Ergebnisse, und die offi-

ziellen BIP-Zahlen liegen dazwischen. Dieser statistischen Vorgehensweise wird Rechnung 
getragen, indem die Entstehungs- und die Verwendungsseite des BIP getrennt voneinan-

der in einem System von sogenannten Brückengleichungen auf der tiefsten verfügbaren 
Disaggregationsstufe modelliert und die beiden sich daraus ergebenden aggregierten BIP-

Prognosen anschließend kombiniert werden.

Ergebnisse

Auf Basis eines Vergleichs verschiedener Spezifikationsschemata in einer Evaluation der 
Prognosegüte können für die meisten zugrunde liegenden BIP-Komponenten Ansätze ge-

funden werden, die zu treffsicheren Prognosen führen. Es wird sodann erstens gezeigt, dass 
beide BIP-Seiten bereits aggregierte BIP-Prognosen liefern, die bis zu einem Prognoseho-

rizont von 28 Wochen besser sind als eine einfache Vergleichsprognose und zweitens, dass 
eine Kombination der entstehungsseitigen und der verwendungsseitigen Prognosen die 
Prognosegüte substanziell verbessert, insbesondere für die kürzeren Prognosehorizonte.
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1 Introduction

An accurate assessment of current economic conditions and the short-term outlook is an
important input for policy makers and institutions such as central banks. The literature
provides a wide range of short-term forecasting models for this purpose. As important
economic indicators are usually released with some delay, these models do not only focus
on one or two period ahead forecasts, but also on early estimates of these indicators for
the current period and even for the recent past, if the target variable is not yet released.
Generating these types of short-term forecasts is also known as “nowcasting” (see e.g.
Banbura, Giannone, Modugno, and Reichlin, 2013). A common feature of short-term
forecasting models is that they have to cope with two specific problems: The ragged
edge of incoming data, which occurs since different economic indicators have different
publication lags, and the mixed frequency problem, which occurs because the variable to
be predicted is usually a low frequency variable (e.g. quarterly) and the variables used
as predictors are of higher frequency (e.g. monthly). The main target variable in the
context of forecasting economic activity is usually the quarterly growth rate of real Gross
Domestic Product (GDP), which in Germany has a publication delay of 45 days and which
is also at the center of this analysis.

However, in practice it is not only the aggregate GDP growth rate which matters
for a thorough understanding of economic conditions, but also its composition, i.e. the
drivers of the economic expansion on the sectoral level or in terms of demand impulses.
A consistent short-term outlook for GDP growth and its components can facilitate the
communication of the forecast and serve as a valuable input for structural macroeconomic
models, for example by providing the starting point for more medium-term macroeconomic
projections. Therefore, we propose a disaggregate approach to GDP nowcasting, which
explicitly takes into account the way GDP is computed. In the German national accounts,
GDP is calculated by two ways:1 First, the production side of GDP is determined by
aggregating sectoral gross value added and adding net indirect taxes. Second, the demand
side of GDP is calculated by the sum of consumption, gross investment and exports and
subtracting imports. As both approaches usually yield different results, the official GDP
release lies in between (Statistisches Bundesamt, 2016, p. 479).2 In this paper, we show
how this two-sided approach to the statistical construction of GDP can be applied for
short-term forecasting GDP in Germany.

We do so by using a system of bridge equations for separately modeling the two
sides of GDP at the most disaggregate level available, i.e. 15 production side and 14
demand side components (see figure 1). Bridge equations have been widely discussed in
the literature (see Schumacher, 2016, and references therein). They are common tools for
nowcasting in central banks and other institutions, as they provide a simple and tractable
way of dealing with the ragged edge and the mixed frequency problem and show a good
performance record, see for example ECB (2008) for the European Central Bank and Bell,
Co, Stone, and Wallis (2014) and Anesti, Hayes, Andre, and Tasker (2017) for the Bank

1Due to lacking data on corporate profits, the third way of calculating GDP via the income approach
is not pursued in Germany, see Statistisches Bundesamt (2016, p. 27).

2The separate calculation of GDP by the production side and the demand side and the subsequent
balancing of both approaches is also done for the quarterly GDP figures (Statistisches Bundesamt, 2017,
p. 12).
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Figure 1: GDP Components

of England. The models presented in this paper have been developed at the Deutsche
Bundesbank, where they are regularly applied in the current economic analysis and also
serve as an important input for the regular medium-term macroeconomic projections.3

As compared to more recent approaches to short-term forecasting economic activity such
as dynamic factor models (Banbura et al., 2013) or models based on the machine learning
literature (Lehmann and Wohlrabe, 2016), a major advantage of the more traditional
bridge equation models is the less complex structure. This yields very tractable results
and supports the communication of the forecast, making the bridge equation framework
particularly attractive when it comes to disaggregate forecasting.

Using a broad dataset of 130 monthly indicators for the German economy, we run
an out-of-sample forecast evaluation in a stylized pseudo real-time setup mirroring the
bi-weekly forecast updating scheme applied at the Bundesbank. We compare several real-
time model selection and pooling schemes for the specification of the disaggregate bridge
equations, including some performance-based approaches which rely on the outcomes of
a “burn-in” evaluation sample.

With regard to the final forecast evaluation sample covering the quarters 2006Q2 to
2016Q1, we obtain several key findings: First, we are able to find useful forecasts for most
of the gross value added and demand components with 23 out of 29 being informative
for forecast horizons of at least up to 6 weeks (“backcasts”). For 6 components, we

3Earlier versions of the Bundesbank bridge equation models as well as the general application of short-
term forecasting models in the Bundesbank current analysis of the German economy are documented in
Deutsche Bundesbank (2013). Götz and Knetsch (2017) use a variant of the Bundesbank production side
bridge models to investigate the informational content of Google search data for short-term forecasting
German GDP.

2



even find informative forecasts for horizons of up to 28 weeks. Here, “informative” is
meant in the the sense of Clements and Hendry (1998, pp. 84-87), i.e. a forecast is
informative if its Root Mean Squared Forecast Error (RMSFE) is smaller than the one
of a naive benchmark forecast generated by the recursively calculated in-sample mean.4

Second, we show how these findings translate into aggregate GDP forecasts from both the
production side and the demand side which are also found to be significantly informative
for all forecast horizons of up to 28 weeks. Third, we show that combining the production
side and the demand side projections substantially improves the forecast performance,
in particular for the shorter forecast horizons where the performance gain relative to the
naive benchmark eventually reaches 48%. This extra benefit in terms of forecast accuracy
from forecast combination is the main insight of our analysis. It is also found for a
medium level of disaggregation and to be robust with respect to excluding the financial
crisis quarters 2008Q4 to 2009Q2 from the evaluation sample or with respect to using
the Mean Absolute Forecast Error (MAFE) as the measure of performance. The reason
behind is a favorable correlation structure of the two forecast errors implied by the two-
sided approach, as these tend to be less positively correlated with shorter forecast horizons.
Summing up, our approach has the nice feature for forecast practitioners of providing very
accurate forecasts for real GDP growth including a consistent and comprehensive picture
of its composition.

This paper is related to the literature on short-term economic forecasting in general
(see e.g. Banbura et al., 2013, for a recent overview) and on short-term forecasting Ger-
man GDP in particular. The existing literature either focuses explicitly on Germany
(among others e.g. Schumacher, 2007; Schumacher and Breitung, 2008; Carstensen, Hen-
zel, Mayr, and Wohlrabe, 2009; Schumacher, 2010; Marcellino and Schumacher, 2010;
Antipa, Barhoumi, Brunhes-Lesage, and Darné, 2012; Heinisch and Scheufele, 2018a), or
deals with German GDP forecasts within a multi-country context (e.g. Baffigi, Golinelli,
and Parigi, 2004; Rünstler, Barhoumi, Benk, Cristadoro, Reijer, Jakaitiene, Jelonek, Rua,
Ruth, and Nieeuwenhuyze, 2009; Kuzin, Marcellino, and Schumacher, 2013).

From a more methodological point of view, our paper adds to the question of model
selection versus pooling in an out-of-sample forecasting environment. In general, we find
that pooling yields more robust results, which is in line with the literature (e.g. Kuzin
et al., 2013). Although simple pooling approaches like the equally weighted mean or the
median are usually found to be hard to beat (Timmermann, 2006), we find more sophis-
ticated performance-based pooling schemes to dominate simple ones, confirming recent
findings for Germany by Heinisch and Scheufele (2018a). Regarding performance-based
pooling schemes, we propose two specific alternatives to the standard Stock and Watson
(2006) type inverse RMSFE weighting scheme, finding promising results for several GDP
components: First, a weighting scheme based on a quadratic gain function, which relies on
the squared forecast performance gain of a given model relative to the naive benchmark.
And second, a modification of the Mallows’ pooling scheme developed by Hansen (2007,
2008). This approach is originally based on the in-sample Mallows (1973) criterion and
we suggest an extension to out-of-sample forecast errors.

Our main findings make a strong point in favor of forecasting an aggregate variable
such as real GDP on a disaggregate component level instead of directly forecasting the

4This means that the recursively calculated variance of the forecast error is smaller than the corre-
sponding variance of the variable to be projected.
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aggregate variable itself. Esteves (2013) argues, that forecasters in policy institutions
generally tend to opt for more disaggregate approaches owing to the fact that for com-
munication purposes, they need a forecast “composition story” behind the GDP forecast.
From a pure forecast accuracy perspective, it is not clear whether disaggregate forecasting
approaches are superior to direct, aggregate approaches. Recent empirical evidence for
Germany by Heinisch and Scheufele (2018a) points to some limited benefits from disag-
gregate production side forecasts in the context of MIDAS and dynamic factor models.
In our analysis, we find strong support for both views: First, we are able to find accu-
rate forecasts for most of the underlying GDP components, thus providing a reliable and
consistent composition forecast. And second, disaggregation is found to also have some
general merit in terms of forecast accuracy. With respect to aggregate GDP, the fore-
casts based on the highest level of disaggregation available are found to perform better as
compared to a more medium level of disaggregation or to direct GDP forecasts. In addi-
tion, our analysis highlights a further specific advantage of the disaggregate approach: It
also enables the two-sided modeling of GDP and, hence, using a combined forecast which
benefits from the favorable forecast error correlation structure. In this respect, our paper
particularly extends the related literature and this feature of our analysis may contribute
to the fact that we find the disaggregate approach to more clearly dominate the direct
approach than e.g. Heinisch and Scheufele (2018a). Most of the papers cited above aim
at directly forecasting German GDP, and some of those using disaggregate approaches
either focus exclusively on the demand side (e.g. Baffigi et al., 2004) or on the supply side
(e.g. Carstensen et al., 2009). Heinisch and Scheufele (2018a) study both production
side and demand side disaggregate forecasts, comparing their forecast performance to di-
rect aggregate forecasts.5 Although the authors do not explicitly examine combinations
of production side and demand side forecasts, their forecast encompassing tests indicate
that the combination of both sides could be preferable, at least in some special cases of
their modeling framework.

Finally, our results shed light on a very specific aspect of economic forecasting: We
show for Germany, how non-economic factors related to weather conditions and unusual
calendar constellations can improve the short-term GDP forecast. So far, it is well-known
that these factors can have a non-negligible impact on economic activity, but there is only
little evidence on how to make use of additional information related to unusual weather or
calendar constellations in the context of economic forecasting. With respect to Germany,
An de Meulen and Döhrn (2015) find weather-related variables to improve direct short-
term forecasts of GDP growth. However, the gains in forecast accuracy are only very
small. In our setup, we find that additional regressors related to school holidays and to so-
called bridge-days can improve the backcasting performance, while an additional regressor
related to cold weather can be beneficial for longer forecast horizons. The latter finding
seems more pronounced than in An de Meulen and Döhrn (2015). This could be due to
our disaggregate forecasting approach, which enables applying the additional information

5At the Euro Area level, there are also some papers studying both sides of GDP: Foroni and Marcellino
(2014) compare disaggregate productions side and demand side nowcasts with direct nowcasts. However,
they do not look at combinations of the two sides. Frale, Marcellino, Mazzi, and Proietti (2011) do so in
a disaggregate setup aiming at deriving a monthly measure of GDP called “EUROMIND”. They also find
the combined two-sided forecast to perform better. The EUROMIND approach is generalized by Grassi,
Proietti, Frale, Marcellino, and Mazzi (2015) to also cover the largest Euro Area countries, including
Germany.
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in a more targeted way than in a direct forecasting approach aiming at aggregate GDP.
The remainder of the paper is organized as follows: Section 2 presents the data and

models used in the analysis, section 3 derives the specifications of the disaggregate bridge
equations based on the out-of-sample forecast performance, section 4 presents and dis-
cusses the evaluation results for the corresponding aggregate GDP forecasts and section
5 concludes.

2 Data and Models

2.1 Monthly Indicators

The following analysis is based on a broad dataset of about 130 monthly time series. A
summary of the time series and the data sources can be found in table 1.6 We focus on
indicators that have proved important in the Bundesbank economic analysis and which
have a certain history in traditional German business cycle analysis.7 Among these are
various confidence indicators provided by the ifo institute, the GfK, the ZEW, Markit
and the European Commission. Moreover, the dataset contains aggregate and sectoral
labor market variables, economic activity indicators such as production, turnover, hours
worked and orders received in manufacturing and in the main construction sector and
foreign trade data on export and import activities. In addition, it includes sales data
in retail and wholesale trade as well as in the accommodation and food services sector.
Moreover, we use some specific data related to the automotive industry, e.g. the VDA
production data, new passenger car permissions, and toll data. Finally, we also consider
some selected tax (VAT) and financial variables.

All time series are seasonally and calendar adjusted (if seasonality is present) and most
series start in 1991.8 In two cases, we have discarded the early years after re-unification
of Germany (1991 − 1994) as the time series are heavily affected by the post-unification
adjustments in the German economy (VAT data and hours worked in industry and mining)
and for the GfK consumer climate we skipped the first year since the sub-components are
only available as of 1992. Moreover, we have made some appropriate adjustments to some
of the original data to make it more manageable for the following analysis: To all the
survey data being reported in balances (usually ranging from −50 to +50), we added a
constant to make them positive.9 The sectoral employment data, which is reported in
levels at the end of a month, has been transformed to monthly averages and the toll data

6This table also includes information on the publication lag of the data (the “ragged edge” of the
dataset).

7See e.g. the regular comments on economic conditions in Germany in the Bundesbank Monthly
Report. The data has been downloaded from the Bundesbank internal database on July 6, 2016. Some
of the variables are not available in the Bundesbank external database. Availability of the full dataset
used in this paper can be considered on request from the author.

8Exceptions: The ifo services indicators (beginning in 2005:01) and the ifo employment barometer
(2002:01); the ZEW indicators (1992:01; services excluding financial services indicators in 1999:04); the
GfK subcomponents (1992:01); the PMI (manufacturing output 1996:04, services activity 1997:06, com-
posite index 1998:01); brent and hwwi commodity prices, the euro-dollar-exchange rate, 10 year interest
rates and the term spread are all starting in 1999:01, retail and wholesale sales and sales in the accom-
modation and food services in 1994:01, employment subject to social security contributions in 2007:02,
toll data in 2007:01 and merchandise imports of capital goods producers in 1995:01.

9This is important for further data transformations, in particular taking logarithms (see section 2.2).
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Table 1: Monthly Indicators and Data Sources

Time series: Provider (of raw data) Seasonal adjustment
(where necessary)

Missing observations
at day 7 at day 23

of the current month

ifo business climate, expectations (6 months ahead) and current situation; manufacturing: business expectations, current situation,
production plans, export expectations (3 months ahead), orders, stocks; construction sector: business expectations, current
situation, machinery utilization; current situation and business expectations of intermediate goods producers, capital goods
producers, consumption goods producers, services sector, retail trade, wholesale trade; stocks non-durables; employment barometer

ifo Institute Deutsche Bundesbank 1 0

ifo export climate ifo Institute ifo Institute 2 2
GfK consumer climate GfK 1 0
GfK economic sentiment, income expectations, propensity to purchase GfK 1 1
ZEW business expectations whole economy, manufacturing, construction sector, services excl. financial services, financial services;
current situation whole economy

ZEW 1 0

EU consumer confidence European Commission European Commission 1 1
Purchasing managers’ index (PMI) manufacturing output, PMI services business activity index, PMI composite output Markit Markit 1 0
industrial orders received, foreign industrial orders, domestic industrial orders of capital goods producers, domestic industrial orders
of capital goods producers excl. cars

Federal Statistical Office Deutsche Bundesbank 2 2

output in the production sector excluding construction, industrial production (manufacturing), production of capital goods
producers, production of capital goods producers excl. cars, production in mining, energy production

Federal Statistical Office Deutsche Bundesbank 2 2

turnover (nominal and real) in: mining, industry (manufacturing), energy sector; domestic turnover (nominal and real) of capital
goods producers (total and excluding cars)

Federal Statistical Office Deutsche Bundesbank 2 2

hours worked in industry and mining Federal Statistical Office Deutsche Bundesbank 3 2
production in the main construction sector Federal Statistical Office Deutsche Bundesbank 2 2
main construction sector: hours worked; orders received total, housing, corporate, public; turnover total, housing, corporate, public Federal Statistical Office Deutsche Bundesbank 3 2
foreign trade statistics (fts) nominal merchandise exports, nominal merchandise imports Federal Statistical Office Deutsche Bundesbank 2 2
fts nominal imports of capital goods Federal Statistical Office Deutsche Bundesbank 3 2
balance of payments (bop) merchandise exports, merchandise imports, services income, services expenditure Deutsche Bundesbank Deutsche Bundesbank 3 2
retails sales excl. cars (nominal and real) Federal Statistical Office Deutsche Bundesbank 2 2
retails sales cars (nominal and real), retail sales incl. cars (nominal and real) Federal Statistical Office Deutsche Bundesbank 3 2
wholesale sales (nominal and real) Federal Statistical Office Deutsche Bundesbank 3 3
sales (nominal and real) accommodation and food services Federal Statistical Office Deutsche Bundesbank 3 2
light oil sales, gasoline sales Federal Office for Economic

Affairs and Export Control
Deutsche Bundesbank 3 3

vda car production; new car registrations total, private, corporate VDA Deutsche Bundesbank* 2 1
employment subject to social security (stss) contributions in agriculture, trade, transport, accommodation and food services,
information and communication, finance, public services, education and health, other services

Federal Statistical Office Deutsche Bundesbank 3 3

total employment Federal Statistical Office Deutsche Bundesbank 2 2
total unemployment Federal Employment Agency Deutsche Bundesbank 1 1
toll kilometers traveled total, domestic Toll collect Deutsche Bundesbank 2 1
value added tax (VAT) total, domestic, imports Federal Ministry of Finance Deutsche Bundesbank* 3 3
EURIBOR 3 months Reuters, monthly averages

calculated by Bundesbank.
1 1

10 year yield (public bonds), term spread Deutsche Bundesbank 1 1
CDAX, DAX, REX Deutsche Börse AG 1 1
EUR-USD exchange rate ECB, monthly averages

calculated by Bundesbank.
1 1

Brent oil price Thomson Reuters, monthly av.
calculated by Bundesbank*

1 1

HWWI commodity prices index HWWI 1 1
Euro Area money aggregates M1, M2, M3 ECB ECB 2 1

*internal use only.
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had to be adjusted to two structural breaks (level shifts) in 2015:07 and 2015:10 (due to
extensions of legal coverage). Finally, the series on domestic VAT has been adjusted for
the estimated impact of the VAT rate increase in January 2007. Real exports and imports
have been obtained by deflating the corresponding nominal variables with the respective
foreign trade price index.10

2.2 System of Bridge Equations

This section presents the two-sided disaggregate system of bridge equations we are going
to use for short-term forecasting German GDP. We model the two sides of German GDP
at the most disaggregate level available, which is presented in figure 1. The production
side of real GDP is calculated by aggregating the 14 sectoral gross value added (GVA)
components and adding net taxes on products.11 Via the demand side, real GDP is
calculated by aggregating the 12 demand components and subtracting imports of goods
and services. Note, that with the exception of the change in real inventories, all the real
GDP components are available in indices, chain linked by prices of the previous year.
Changes in real inventories are available as so-called real absolute values. All time series
are seasonally and calendar adjusted. The aggregation of sub-components to real GDP
- either by the production side or by the demand side - is done by the chain-linking
calculation rules used in the official German national accounts.

Starting with Klein and Sojo (1989), bridge equation models have been widely docu-
mented in the literature as a simple and transparent tool for short-term economic forecast-
ing (see among others Baffigi et al., 2004; Angelini, Camba-Mendez, Giannone, Reichlin,
and Ruenstler, 2011; or more recently Schumacher 2016 and references therein). The
basic idea of bridge equations is to make use of information contained in early available
high-frequency variables, e.g. a monthly indicator Xtm , for the prediction of a more lately
available low-frequency variable, say quarterly Yt, by “bridging” the gap between the two
variables with a so-called bridge equation. In our case, Yt is one of the 29 GDP compo-
nents at the quarterly frequency as given in figure 1, available with a delay of 7 weeks
to the end of the respective quarter. The quarterly time index t ranges from 1 to TQ,
which in our case represents the sample 1991Q1− 2016Q1 (i.e. TQ = 101). As indicators
Xtm , we consider all the monthly time series described in section 2.1, with publication
lags being typically much smaller (these are documented in table 1). The monthly time
index tm ranges from 1 to TM , with TM ≥ 3TQ representing the monthly sample, which
is at the maximum 1991M1− 2016M7.

As a first step for linking Xtm and Yt, the concept of bridge equations requires a
temporal aggregation of the monthly indicator Xtm to the quarterly frequency. This can
generally be formalized by a time aggregation function, which is specified depending on
the very nature of the variable concerned, in particular its stock-flow properties and its

10We use the merchandise exports and imports prices lagged by one month. This takes into account
that these prices usually refer to agreements on future trade activities, showing up in the (nominal)
merchandise trade statistics with some delay.

11Note that the breakdown of GVA in the production sector excluding construction as well as the
breakdown of GVA in trade, transport, accommodation and food services is available at the Deutsche
Bundesbank for internal use only. However, the national accounts data used in this paper can be made
available on request from the author.

7



reported statistical unit. In our dataset, it suffices to distinguish two cases:

Xt = ω(Xtm +Xtm−1 +Xtm−2) (1)

for t = 1, ..., TQ with tm = 3t and ω ∈
{

1
3
, 1
}

. Most of the monthly economic indicators
in our dataset are reported as price adjusted indices with a certain base year. Here, a
simple arithmetic average is appropriate (ω = 1

3
). This also holds for the survey indicators,

which are generally available in form of balances. Some indicators represent flow variables
denominated in billions of euros (e.g. merchandise exports) or number of units (e.g. new
car registrations), which requires summing over all three months (ω = 1).12

In a next step, we transform all the GDP components - with the exception of real
changes in stocks - by taking first differences of natural logarithms: yt ≡ ln(Yt)− ln(Yt−1).
In case of inventories, we just use first differences (i.e. yt ≡ Yt − Yt−1). For the time-
aggregated indicators Xt we also apply appropriate transformations. The specification of
the individual transformation options are given in table 2. Now, letting xt denote the
transformed variable13, we can write the bridge equation as follows:

yt = αy + ρy(L)yt−1 + βy(L)xt + εyt (2)

with ρy(L) =
∑p

j=0 ρy,j+1L
j and βy(L) =

∑q
j=0 βy,j+1L

j being polynomials in the lag

operator Ljyt = yt−j of order p and q and εyt a white noise error term.14 Equation 2 can
be estimated by ordinary least squares (OLS) and the estimated parameters can be used
for the forecast equation:

ŷTQ+h|TM = α̂y + ρ̂y(L)ŷTQ+h−1|TM + β̂y(L)x̂TQ+h|TM (3)

The h quarters ahead forecast ŷTQ+h|TM for the GDP component y conditional on
information available in month TM is obtained by solving equation (3) forward for h =
1, ..., H. We restrict the maximum forecast horizon to H = 3.

Importantly, for doing so we require a corresponding conditional forecast for the in-
dicator x̂TQ+h|TM . As compared to direct forecasting approaches such as MIDAS models
(Schumacher, 2016), this could be seen as a disadvantage of the bridge equation modeling
framework. However, it also allows to use additional predictive information in a very tar-

12Variables which would typically be treated as stock variables such es employment figures (end of
month stocks) were transformed beforehand to represent “average” stocks, so equation (1) with ω = 1

3
also applies.

13In case of no transformation, we simply set xt = Xt.
14The lag orders p and q are determined by the Bayesian Information Criterion (BIC), with a maximum

lag length of 2. In principle, the optimal lag orders could also be determined with respect to the out-of-
sample forecasting performance in a similar way we are going to specify the selection or combination of
the economic indicators used in the bridge equations (see section 3.2). However, this would increase the
complexity of the forecasting exercise substantially and is therefore not considered here. Note that in
case of non-stationary indicators Xt there could be a co-integration relationship with the respective GDP
component variable, which would require to additionally include an error-correction term into equation
(2). We deal with this in a very pragmatical way from a forecaster’s point of view: We consider two
versions of all bridge equations with a potential co-integration relationship, i.e. all bridge equations
(except for real changes in inventories), where xt has been differentiated, with the exception of ratios,
interest rates, nominal variables (due to non-stationary price trends) and survey variables (which are
stationary by construction). We then compare the relative average performance in the out-of-sample
forecast exercise described in section 3.1 and keep the more accurate version.

8



geted way. Specifically, the bridge equation framework foresees an auxiliary regression on
the monthly frequency, which we estimate (again by OLS) for all 130 monthly indicators
beforehand:

xtm = αx + ρx(L)xtm−1 + βx(L)ztm + γ′
xftm + εxtm (4)

Here again, ρx(L) =
∑p

j=0 ρx,j+1L
j and βx(L) =

∑q
j=0 βx,j+1L

j are polynomials in the
lag operator L of order p and q, which are determined by the BIC (with a maximum lag
length of 4), and εxtm is a white noise error term. Thus, the indicator xtm is explained by
its own lags, a predictor ztm (potentially also with lags), which we take from the same
dataset of 130 monthly indicators, and in some cases also by a vector ftm of other, non-
economic factors related to unusual calendar constellations or weather conditions. These
will be explained below.

For some indicators, notably the survey expectations variables, there is no suitable
predictor, so we basically forecast these by AR models (i.e. formally by excluding ztm
and ftm from equation (4)). Based on expert experience and judgment, the predictor
variable for the remainder of indicators is chosen by the degree of economic relationship
and expected leading property.15 The selected predictors for all 130 indicators can be
found in table 2. Note that this leading property usually stems from the forward-looking
nature of the indicator (e.g. orders received or expectations surveys), but it can also
emerge as a consequence of a shorter publication delay. For instance, the indicator “retail
sales (including cars)” is forecast with the help of “retail sales (excluding cars)”, which is
available two weeks earlier.

Moreover, we consider all indicators as feasible for additional regressors related to cal-
endar or weather effects (collected in the vector ftm), if they represent production or sales
activity and if they are not themselves predicted by an indicator feasible for inclusion of
such regressors. These additional regressors capture specific irregular, but deterministic
patterns in the German calendar, which have some influence on economic activity but are
not captured by the standard seasonal and calendar adjustment methods (Deutsche Bun-
desbank, 2012). Precisely, we employ regressors for school vacation days and for so-called
“bridge days”, i.e. days between an official holiday and weekend days. Moreover, since it
is well known that unusual weather conditions can heavily affect economic activity16, we
make use of a weather-related regressor measuring the deviation of so-called ice days17

from the month-specific long-run average. So far, there is little evidence on how to make
use of additional information related to unusual weather or calendar constellations in the
context of economic forecasting. With respect to Germany, An de Meulen and Döhrn
(2015) find weather-related variables to slightly improve direct short-term forecasts of

15A more formal selection process for the predictors in the auxiliary monthly regressions could be done
in way analogous to the selection of the indicators on the quarterly frequency in the bridge equations,
which we do in the following section on the basis of the out-of-sample forecast performance. However,
in order to respect the informational real-time setup, this additional evaluation would also require an
additional upfront evaluation sample. As for now, the limitations by the rather short time series for
Germany restrict us in this respect.

16For Germany, see e.g. Deutsche Bundesbank (2014), for the US see Boldin and Wright (2015).
17An ice day is defined as one on which the maximum air temperature is below freezing. To construct a

times series for Germany as a whole, the ice days measured in 29 selected representative German weather
stations from Monday to Friday were weighted according to inhabitants and employees subject to social
security contributions in the main construction industry, see Deutsche Bundesbank (2014, p. 54).
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Table 2: Monthly indicators and assigned predictors

no. indicator predictor no. no. indicator predictor no.

1 ifo bus expectation (2) 66 m2 (3) ifo bus expect 1
2 ifo man expect (2) 67 m3 (3) ifo bus expect 1
3 ifo const expect (2) 68 brent (3) ifo bus current 21
4 ifo wh expect (2) 69 hwwi (3) ifo bus current 21
5 ifo re expect (2) 70 empl stss agriculture (3) employment 49
6 ifo services expect (2) 71 empl stss trade (3) employment 49
7 ifo interm goods expect (2) 72 empl stss transport (3) employment 49
8 ifo invest goods expect (2) 73 empl stss afs (3) employment 49
9 ifo cons goods expect (2) 74 empl stss trade, transp, afs (3) employment 49
10 gfk economic sentiment (2) 75 empl stss I&C (3) employment 49
11 gfk income expect (2) 76 empl stss finance (3) zew financial serv expect 16
12 zew expect (2) 77 empl stss peh serv (3) employment 49
13 zew man expect (2) 78 empl stss other serv (3; i) ifo serv current 29
14 zew constr expect (2) 79 bop merch exports (3) nom merch exports 52
15 zew services ex fin expect (2) 80 real bop merch exports (3) real merch exports 53
16 zew financial serv expect (2) 81 bop services income (3) ifo serv current 29
17 ifo man export expect (2) ifo man expect 2 82 bop merch imports (3) nom merch imports 50
18 ifo man production plans (2) ifo man expect 2 83 real bop merch imports (3) real merch imports 51
19 ifo bus climate (3) ifo bus expect 1 84 bop services expenditure (3) nom merch imports 50
20 ifo empl barometer (2) ifo bus expect 1 85 new car registrations (3) ifo bus current 21
21 ifo bus current (3) ifo bus expect 1 86 new car reg private (3) gfk prop to purchase 35
22 ifo man current (3) ifo man expect 2 87 new car reg businesses (3) ifo inv goods current 31
23 ifo man orders (3) ifo man expect 2 88 toll domestic (3; bi) ifo bus current 21
24 ifo man stocks (3) ifo man expect 2 89 toll total (3; bi) ifo bus current 21
25 ifo constr current (3) ifo constr expect 3 90 prod mining (3) ifo bus current 21
26 ifo constr mach utilization (3) 91 output prod sector ex constr (3; bv) ind orders 42
27 ifo wh current (3) ifo wh expect 4 92 industrial production (3; bv) ind orders 42
28 ifo re current (3) ifo re expect 5 93 energy prod (3; i) ifo man current 22
29 ifo serv current (3) ifo serv expect 6 94 turnover mining (3; i) ifo bus current 21
30 ifo interm goods current (3) ifo interm goods expect 7 95 real turnover mining (3) ifo bus current 21
31 ifo inv goods current (3) ifo inv goods expect 8 96 turnover industry (3; bv) ind orders 42
32 ifo cons goods current (3) ifo cons goods expect 9 97 real turnover industry (3; bv) ind orders 42
33 ifo stocks non-durables (3) ifo bus climate 19 98 turnover energy (3, b) ifo man current 22
34 ifo export climate (2) ifo man export expect 17 99 real turnover energy (3) ifo man current 22
35 gfk propensity to purchase (3) gfk inc expect 11 100 hours worked ind.&mining (3; bv) ifo man current 22
36 gfk cons climate (3) gfk inc expect 11 101 prod cgp (3; bv) ifo inv goods current 31
37 eu consumer confidence (3) gfk inc expect 11 102 prod cgp ex cars (3; bv) ifo inv goods current 31
38 zew current (3) zew expect 12 103 dom turnover cgp (3; bv) ifo inv goods current 31
39 pmi man output ifo man prod plans 18 104 dom turnover cgp ex cars (3; bv) ifo inv goods current 31
40 pmi serv activity ifo serv expect 6 105 dom turnover cgp real (3; bv) ifo inv goods current 31
41 pmi composite output ifo bus expect 1 106 dom turn cgp ex cars real (3; bv) ifo inv goods current 31
42 industrial orders (3) ifo man orders 23 107 dom ind orders cgp (3) ifo inv goods current 31
43 foreign ind orders (3) ifo man export expect 17 108 dom ind orders cgp ex cars (3) ifo inv goods current 31
44 orders constr (3) ifo constr mach util 26 109 nom imports cap goods (3) nom imports of goods 50
45 orders housing constr (3) ifo constr mach util 26 110 hours worked in constr (3) prod in constr 57
46 orders corporate constr (3) ifo constr mach util 26 111 turnover constr total (3) prod in constr 57
47 orders public constr (3) ifo constr mach util 26 112 turnover housing constr (3; i) orders housing constr 45
48 unemployment (3) ifo empl barometer 20 113 turnover corporate constr (3; i) orders corporate constr 46
49 employment (empl) (3) unemployment 48 114 turnover public constr (3; i) orders public constr 47
50 nominal merch imports (3) ifo interm goods current 30 115 retail sales (incl. cars) (3) retail sales 55
51 real merch imports (3) ifo interm goods current 30 116 real retail sales (incl. cars) (3) real retail sales 56
52 nom merch exports (3) for ind orders 43 117 retail sales cars (3) new car reg priv 86
53 real merch exports (3) for ind orders 43 118 real retail sales cars (3) new car reg priv 86
54 vda car production (3; bv) ifo man current 22 119 wholesale sales (3) ifo wh current 27
55 retail sales (3) ifo re current 28 120 real wholesale sales (3) ifo wh current 27
56 real retail sales (3; i) ifo re current 28 121 light oil sales (3; i) ifo re current 28
57 prod in main constr (3; iv) ifo constr current 25 122 gasoline sales (3; i) ifo re current 28
58 euribor 3m ifo bus current 21 123 sales afs (3; i) ifo serv current 29
59 interest rate 10 year ifo bus current 21 124 real sales afs (3) ifo serv current 29
60 term spread ifo bus current 21 125 vat dom (3) turnover housing constr 112
61 cdax (3) zew expect 12 126 vat imports (3) nom merch imports 50
62 dax (3) zew expect 12 127 vat=vat dom + vat imp (3)
63 rex (3) zew expect 12 128 real merch exports-ind prod ratio (3)
64 exchange rate USD EUR (3) zew current 38 129 real turnover ind-ind prod ratio (3)
65 m1 (3) ifo bus expect 1 130 real merch exports-imports ratio (3)

Selected options in parenthesis. Data transformation: 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms;
additional regressors (vector f): b: additional bridge day regressor, i: additional ice day regressor, v: additional vacation day regressor.
Abbreviations: bus: business, man: manufacturing, constr: construction, re: retail, wh: wholesale, interm: intermediate, invest:
investment, cons: consumption, empl: employment, mach: machinery, merch: merchandise, stss: subject to social security contributions,
afs: accommodation and food services, I&C: information and communication, peh: public, education, health, bop: balance of payments,
cgp: capital goods producers.
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Figure 2: Indicator Forecasts

GDP growth. Note that irregular calender or weather effects may also lead to counter-
movements in the aftermath, hence the vector ftm may also include lagged regressors.18

All the specifications of ftm are collected in table 2.
Given the estimated parameters from equation (4), we obtain the forecast equation

for the monthly indicators:

x̂TM+hm|TM = α̂x + ρ̂x(L)x̂TM+hm−1|TM + β̂x(L)ẑTM+hm|TM + γ̂′
xfTM+hm

(5)

The hm months ahead forecast x̂TM+hm|TM for the indicator x conditional on informa-
tion available in month TM is obtained by solving equation (5) forward for hm = 1, ..., Hm

with Hm = 3(TQ + 3) − TM . In general, this requires a forecast for the predictor
ẑTM+hm|TM .19 Since the predictor itself is a variable from the same set of indicators
we want to forecast, we need some kind of hierarchical ordering of all these 130 variables
with respect to their degree of leading property: As it is indicated by the consecutively

18In case of the ice days, lagged effects are found to be significant for lags of up to 4 months (turnover
in corporate construction). Generally, the specifications of the additional regressors in equation (4) were
based on a two-step procedure: In a first step, we included all three calendar and weather related variables
with one lag and kept those, which proved to be statistically significant (on a 5% level). In a second step,
we selected the optimal lag length via the BIC.

19The calendar related additional regressors are deterministic and, hence, known in advance. With
respect to ice days, we set future values to their month-specific long-run averages.
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Figure 3: Forecasting Procedure

numbering of the indicators in table 2, we start with the expectations indicators which
have no predictor but are forecast by AR models. We then carry on with those indicators
using expectation variables as predictors. This procedure goes down the list of all 130
indicators, making sure each indicator has assigned a predictor with a higher position
in the hierarchical ordering (i.e. a lower number in table 2). This means that for some
indicators, we need up to five auxiliary regressions to obtain the final forecast to be used
in the bridge equation (3).

Figure 2 illustrates two examples of very important economic indicators. First, con-
sider the case of industrial production: On top of the predictors’ hierarchy, we start by
forecasting the ifo business expectations in manufacturing as an AR process. The result-
ing forecast is then used for the projection of of the ifo survey indicator on manufacturing
orders, which itself serves as a predictor for the “hard” indicator of industrial orders
received. Along with two additional regressors for bridge days and vacation days, the
forecast for industrial orders is the main input in a final step for producing the forecast
for industrial production. Second, consider the case of merchandise exports from the
balance of payments statistics (bop): We start by an AR forecast for ifo manufacturing
expectations, which in turn is used for forecasting ifo manufacturing export expectations.
Subsequently, these help to forecast foreign industrial orders, which are then used as a
predictor for nominal merchandise exports. Due to their publication lead of two weeks,
these are finally used for the forecast of bop merchandise exports. Of course, with respect
to forecast accuracy this approach raises the question whether the advantage of addi-
tional information contained in the predictors on every stage of this multi-step hierarchi-
cal forecasting procedure outweigh the disadvantages of additional parameter uncertainty
associated with each estimation. We will address this issue in section 4.2.1.
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Summing up, figure 3 illustrates the three steps needed for the full forecasting proce-
dure behind the system of bridge equations: First, we forecast all the monthly indicators
using equation (5) as explained above. Second, after having all the indicator forecasts at
the monthly frequency at our disposal, we transform these to the quarterly frequency by
equation (1). Third, these are used in equation (3) for forecasting the GDP components.

3 Model Specifications for GDP Components

3.1 Ex post Evaluation Results for Single Indicators

In order to use the disaggregate system of bridge equations for GDP forecasting, we need
model specifications for all the 29 GDP components. In particular, we need to decide
which indicator xt to choose in equation (2). In a first step, we define subsets out of the 130
indicators for every GDP component (see tables 7 to 35 in the appendix). These subsets
contain the indicators we deem feasible for forecasting the dependent variable, which is
the case if there is an economically meaningful relationship with the GDP component at
hand. Moreover, we add a pure autoregressive process (AR(p)) and the naive benchmark
(in-sample mean) forecast as additional competitors.

In a second step, we want to analyze and compare the forecasting performance of these
concurring indicators. We do so in a recursive pseudo real-time forecast evaluation exercise
which is designed as follows: Following the standard procedures in the current economic
analysis at the Bundesbank, we produce the forecasts twice a month - first following the
release of “hard” data (e.g. industrial production, orders received and foreign trade data)
around the 7th day of a month and second, following the release of “soft” survey data (e.g.
PMI, ifo) around the 23rd day of a month.20 To this end, we define a stylized calendar
structure with every month having two forecast production dates, the “early” one and the
“late” one. Respecting the publication lags of the time series in our dataset (see table 1),
we tailor the data in such a way that at every forecast production date we only make use
of the data available at that point in time. However, as we use a final vintage dataset we
do not consider potential data revisions over time. Hence, our forecast setup represents a
“pseudo” real-time framework.21

We start in late 2005:11, when GDP details for 2005:Q3 have just been released, and
produce a nowcast for 2005:Q4 and forecasts for 2006:Q1 and 2006:Q2.22 We then shift
the information set by two weeks to early 2005:12, produce the nowcast and the forecasts
for the same quarters and advance further in the stylized rhythm of two-weeks-steps. In
early 2006:08 we produce the last backcast for 2006:Q2 which is released in late 2006:08.

20See Deutsche Bundesbank (2013).
21In general, analyzing the implications of taking data revisions into account could be an interesting

issue. However, real-time data are not readily available for all the detailed national accounts variables
and economic indicators used in our dataset. Besides that, results by Schumacher and Breitung (2008)
suggest a very limited role of data revisions for nowcasting German GDP in a factor model context.
These findings were recently confirmed by Heinisch and Scheufele (2018b) in an application of leading
indicator models.

22It is important to note, that when going back in time in this exercise, some of the monthly indicator
time series become too short for meaningful estimations. We deal with this problem in a “neutral”
way: As soon as a time series has 36 observations or less, we replace the corresponding GDP component
forecast with the recursively calculated in-sample mean benchmark forecast.
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Thus, 2006:Q2 is the first quarter with a full set of 18 forecasts of different forecast
production dates and also the first quarter we include into our evaluation sample. This
recursive expansion of the information set ends in early 2016:5, when we produce the last
backcast for 2016:Q1 which is released two weeks later. So, our evaluation sample covers
40 quarters from 2006Q2-2016Q1.

Now, let t denote the release date of GDP components for a specific quarter. For each
quarter in the evaluation sample, we then have 18 forecasts produced at time t− 36, t−
34, ..., t − 2 (counted in weeks before the release date). These correspond to different
lengths in forecast horizons, ranging from 36 to 2 weeks. Note that forecasts produced
in the period between t − 36 and t − 20 represent true “forecasts” (meaning that from
the perspective of the forecast production date, they refer to a future quarter), whereas
forecasts produced in the period between t − 18 and t − 8 are “nowcasts” in a stricter
sense (i.e. referring to the current quarter) and forecasts produced in the period between
t− 6 and t− 2 are so-called “backcasts” since they refer to the most recent quarter.

Tables 7 to 35 in the appendix summarize the detailed forecast evaluation results for
the GVA components, net taxes on products and the demand components. Besides the
economically feasible indicators and the AR forecast, we also evaluate the performance of
a naive benchmark forecast which is obtained by the recursively calculated in-sample mean
of the depending variable. Given this benchmark specification, any other forecast can be
called “informative” in the sense of Clements and Hendry (1998, pp. 84-87), if it beats the
benchmark in terms of the RMSFE. The tables show the RMSFE relative to the one of the
naive in-sample mean forecast in the evaluation sample 2006Q2-2016Q1, averaged across
the different forecast horizons in the forecasting, nowcasting and backcasting period and
across all 18 forecast horizons (average total). For robustness checking, we also report the
average total evaluation results for the evaluation sample excluding the financial crisis
quarters 2008Q4-2009Q2. Moreover, we rank the competing forecasts by their average
total performance across all forecast horizons (including the crisis period). Based on that
ranking23, figures 12 and 13 in the appendix show the RMSFE (relative to the naive
benchmark forecast) for the best forecasts on the production side and on the demand side
respectively. We can make the following observations:

1. With a few exceptions, we find at least one single indicator forecast which is better
than the naive benchmark. This holds mostly for the shorter forecast horizons, but
also on average across all forecast horizons. The exceptions are notably GVA in
financial and insurance services and public consumption. For the latter, we do find
informative forecasts provided by the ifo business current and the ZEW expectations
indicator (see table 23). However, this result is solely driven by the crisis. If we
exclude the crisis quarters from the evaluation period, there is no indicator left being
able to beat the benchmark. A special case is the forecast for public other investment
(table 30), where we don’t find an economic indicator beating the benchmark, but we
find the AR forecast to do so. These findings suggest, that some GDP components
are hardly predictable and thus best forecast by their own in-sample mean or by a
simple AR process.

23Subject to the additional condition of a relative RMSFE not larger than 1 in the excluding crisis
sample.

14



2. In some other cases, the results suggest that it may not be impossible, but neverthe-
less hard to find a convincing specification, as the gain in performance vis-a-vis the
naive benchmark forecast is only marginal. This holds for GVA in agriculture (ta-
ble 7), GVA in information and communication services (table 15), GVA in public
services, education and health (table 19) and also for GVA in other services (table
20), where the ZEW services excluding financial services provides the best average
forecast including the crisis, but is not informative in the evaluation sample exclud-
ing the crisis. The best robust indicator, in the sense that it is informative in both
cases, is employment, which only marginally outperforms the benchmark.

3. However, for most of the GDP components, we find single indicator forecasts clearly
outperforming the benchmark forecast on average across all forecast horizons and in
particular for the nowcast and the backcast periods. Among these, there are some
clear winners with robust results in the sense that they provide the best average
forecasts for the whole evaluation sample and the evaluation sample excluding the
crisis as well: GVA in energy and water supply (energy production, table 10), net
taxes on products (turnover in housing construction, table 21), private consumption
(new private car registrations, table 22), private residential investment and public
construction investment (both production in the main construction sector, tables 26
and 28), corporate construction investment (hours worked in the main construction
sector, table 27), exports of goods (nominal merchandise exports, table 32), imports
of services (bop services expenditure, table 35). Among the others, the outcome is
driven by the crisis period and a different indicator shows the best performance
excluding the crisis. In most of the cases at hand, this finding is no problem,
as the indicator showing the best performance in the full evaluation sample also
performs reasonably well excluding the crisis, with average RMSFE close to the
best. However, there are some exceptions, with an indicator clearly winning the
performance evaluation exercise based on the full sample, but being barely or not
able to beat the benchmark in the sample excluding the crisis. This is the case
for GVA in transportation services (table 13), GVA in business services (table 18),
exports of services (table 33)) and for the change in real inventories (table 31).
These findings suggest, that it might be risky to base the indicator selection on a
particular “best” specification with respect to a certain evaluation sample.

4. There is one more important observation: For the vast majority of GDP compo-
nents, the evaluation results show that the relative performance of the different
indicators crucially depends on the length of the forecast horizon. Typically, those
indicators showing the best backcasting performance differ from those being best at
longer forecast horizons. This suggests, that it might be beneficial to select different
indicators for different forecast horizons or to use weighted forecast combinations of
several indicators, with the weights varying across forecast horizons.

Summing up, the results obtained in this section show first, that in some cases it may
be very hard to obtain informative forecasts so that the respective GDP components are
best forecast by their in-sample mean or by simple AR forecasts; second, that it might
be possible to find a convincing “best” indicator for some of the GDP components; and
third, that for most cases it might be a good idea to look at forecast combinations of
several indicators with weights depending on the length of the forecast horizon.
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Moreover, it is important to note, that these results presented so far are obtained ex
post for the evaluation sample 2006Q2-2016Q1. In a real time simulation across the same
sample, they can neither be used for the selection of a certain “best” indicator, nor for the
calculation of performance based weights for forecast combinations. Therefore, we will
repeat this forecasting exercise in a similar setup which will be extended by a “burn-in”
evaluation period providing the basis for determining ex ante best indicators or forecast
combinations.

3.2 Indicator Selection and Forecast Combination in Real-Time

In the following forecast evaluation setup, we conduct the same forecasting exercise as
explained in section 3.1 but extend it with an upfront burn-in evaluation sample. Precisely,
we start producing the forecasts in late 2000:11 (i.e. forecasting the quarters 2000:Q4,
2001:Q1 and 2001:Q2), moving ahead in the bi-weekly updating rhythm. In late 2005:11,
we then already have a sample of 18 quarters (2001:Q2 to 2005:Q3) with forecasts of 18
different forecast horizons at our disposal which we can evaluate with respect to their
relative RMSFE. Based on the forecast evaluation results of all the concurring single
indicators (and the AR forecast), we decide on the favorite specifications of all the 29
bridge equations and produce the GDP component forecasts for the quarters 2005:Q4,
2006:Q1 and 2006:Q2. As before, we then shift the information set further in the stylized
rhythm of two-weeks-steps. In late 2006:02, the results of 2005:Q4 are released and we
can update the underlying forecast evaluation of the concurring indicators. We do so
by two ways: First, we simply extend the burn-in evaluation sample by one quarter
(i.e. to 2001:Q2 to 2005:Q4), which means a “recursive evaluation sample”. Letting
Nf denote the number of quarters in the evaluation sample, we see that Nf successively
increases from 18 to 58 quarters as we proceed through time. Second, we shift the burn-in
evaluation sample by one quarter (i.e. 2001:Q3 to 2005:Q4, meaning a “rolling evaluation
sample” of constantly Nf = 18 quarters). We continue this repeated expansion of the
information set and the underlying burn-in evaluation sample until early 2016:5. In the
end, this procedure again yields the evaluation sample of 2006Q2-2016Q1, but now with
all forecasts having been conducted on the basis of out-of-sample performance information
available in real-time.

The question we still need to answer is the one of how to decide on the favorite bridge
equation specifications. Selecting the best performing indicator according to the burn-in
evaluation (for instance with respect to the average relative RMSFE across all 18 forecast
horizons as in section 3.1) is just one option. In general, at any point in time (i.e. for any
of the 18 forecast horizons) and for every GDP component to be forecast, we could select
a particular model specification or use a combination of several specifications by pooling
the results of differently specified bridge equations. The literature suggests mainly two
approaches: The choice of the model selection or pooling scheme specification is based
either on in-sample properties of the underlying forecast models, for example goodness-
of-fit measures such as the BIC or the Akaike information criterion AIC, or on historical
out-of-sample forecast errors (see for example Kuzin et al., 2013).24 In addition, simple

24As an interesting alternative to the standard in-sample based selection and pooling criteria, some
recent papers suggest complex data-driven selection procedures based on algorithms from the machine
learning literature, see for example Lehmann and Wohlrabe (2016) for the “boosting” approach.
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pooling schemes like taking the arithmetic mean or the median of all concurring forecasts
are frequently recommended in the empirical forecasting literature. These studies robustly
find, that it is very hard for forecast combinations to beat simple pooling schemes (see
e.g. Timmermann, 2006). An obvious advantage of the simple pooling schemes is that
they do not require any in-sample or out-of-sample performance information. Hence,
we use these two simple pooling schemes as benchmarks (labeled “simple average” and
“median”). Besides that, the focus of this paper is on the second approach of basing
the bridge equation specification decision on past out-of-sample forecasting performance.
We do so based on either the recursive or the rolling burn-in evaluation sample.25 This
setup comes closest to the practical requirements in a policy institution such as a central
bank, where forecasts are produced regularly and forecasting performance is monitored
continuously. Moreover, it seems promising that with at least 18 quarters in the burn-
in evaluation sample, we have a much broader set of information on past forecasting
performance at our disposal than existing studies usually have.26 We analyze and compare
several alternatives:

A very obvious approach is choosing the indicator with the best performance as we have
done in section 3.1, i.e. on average across all forecast horizons. We label this approach as
“best average indicator” approach. Alternatively, we select the best performing indicator
not on average across all forecast horizons, but specifically for any of the 18 forecast
horizons (labeled “best indicator” approach).

In addition to selecting one specific indicator and to the simple benchmark pooling
schemes, we also analyze different pooling schemes explicitly making use of past forecast
errors. Again, we do so specifically for any of the 18 forecast horizons, meaning that the
weights of individual forecasts will be changing over time as new information comes in.

First, we follow the very common approach in the literature of deriving the indi-
vidual forecast weights from past forecasting performance by using the inverse of the
(discounted) mean squared forecast error (see e.g. Stock and Watson, 2006). Precisely,
we use the following pooling scheme labeled “inverse RMSFE”: Since the potential of
a higher informational content in more recent forecast errors is already covered by the
variant of the rolling burn-in evaluation sample, we do not apply a discount factor. More-
over, in order to consequently implement the basic idea behind the performance-based
weighting scheme, we deviate from the standard approach by assigning a zero weight to
non-informative forecasts (i.e. those performing worse than the naive in-sample mean
benchmark forecast). All other forecasts obtain a weight proportional to the inverse
RMSFE. Note, that this is contrasting with the simple pooling schemes which do also
include potentially non-informative forecasts. Formally, for a given GDP component and
a given forecast horizon let there be N competing forecasts with the first one being the
benchmark in-sample mean forecast.27 For forecast i = 1, ..., N , let RMSFEi be the
RMSFE in the burn-in evaluation sample and γi the RMSFE of forecast i relative to the

25We label these two variants “rec.” and “rol.”.
26Kuzin et al. (2013) use 4 quarters of past forecast errors.
27This means, that N equals the number of economically feasible indicators determined in section 3.1

plus two (the naive in-sample mean forecast and the AR forecast).
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one of the naive in-sample mean benchmark forecast. With

Wi =

{
1

RMSFEi
if γi ≤ 1

0 else
(6)

we define SW ≡
∑N

i=1Wi and obtain the individual weights given by

wi =
Wi

SW
(7)

with
∑N

i=1wi = 1.
Second, we introduce a (relative) gain function as an alternative to the inverse RMSFE

based weighting scheme. The idea is to “reward” individual forecasts more explicitly in
dependence of their performance relative to the naive benchmark. Since such an approach
is very appealing from a communication point of view, we use a function providing a corre-
sponding interpretation: The function assigns a weight to individual forecasts depending
non-linearly on the relative gain in forecasting performance as compared to the naive
in-sample mean benchmark. Precisely, let γi be defined as above and W1 = N . For
i = 2, ..., N , we set

Wi =

{
(1 + β(1− γi))α if γi ≤ 1

0 else
(8)

Using SW =
∑N

i=1Wi we obtain the individual weights for i = 1, ..., N by equation (7).
Note that for γi = 1, Wi = 1, i.e. if all indicator forecasts were performing equally to the
naive benchmark, the indicators together would obtain a weight of 50% and the in-sample
mean forecast would also obtain a weight of 50%. The parameter α governs the curvature
of rewarding good performing forecasts. We opt for α = 2, so that the weight of the naive
benchmark decreases quadratically with the relative performance gains of the competing
forecasts. The parameter β determines the speed the weight of the naive benchmark
forecast converges towards zero as the indicator forecasts improve. It is calibrated such
that the weight of the naive benchmark forecast decreases to approximately 10% if the
average relative performance gain of the competing forecasts reaches 10% and to 2% in
case of an average performance gain of 25% (β = 24). We label this pooling scheme the
“relative quadratic gain” approach.

Going even one step further in giving higher preference to the high-performers, we
additionally examine a variation (labled “top”) for the two performance-based pooling
schemes, where we restrict the individual forecasts obtaining a non-zero weight to the
best performing models. We do so by imposing the restriction of being among the top
10% for at least one of the 18 forecast horizons.28

Although it seems very convincing to combine forecasts by giving highest weights
to the best performing models, the bad performing models - even the non-informative
ones - could in principle also help to improve the combined forecast, if they contributed
to a favorable correlation structure of forecast errors across all models in the pool. A
formal approach to this idea is given by Hansen (2007, 2008), who suggested to combine

28For those GDP components, where the number of economically feasible indicators is below 28 (hence,
the number of competing forecasts N is below 30), we restrict the non-zero weights to the top 3 performers.
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forecasts using the Mallows (1973) criterion.29 This Mallows model averaging approach
has originally been developed for combining one-step ahead forecasts across a pool of M
nested linear forecasting models estimated by OLS, such as our bridge equation model
(2). Following Hansen (2008), the M × 1 weighting vector w is obtained by minimizing
the Mallows’ criterion

CTQ(w) = w′ê′êw + 2w′Kσ̂2 (9)

subject to the condition that the individual weights wi (i=1, ...,M) are all larger than
or equal to zero and sum to unity. Here, ê is a TQ×M matrix of in-sample forecast errors
of the M models to be combined (i.e. the residuals from equation (2)), the penalty term
K is a M × 1 vector containing the numbers of regressors in the individual models and
σ̂2 is an estimate for the forecast error variance of the model with the highest number of
regressors.

Note that the Mallows model averaging approach is explicitly related to the in-sample
forecast errors (estimation residuals) and their correlation. Since our framework is based
on past performance measured by out-of-sample forecast errors, we suggest an extension
of the original in-sample focus to our out-of-sample framework by replacing the estimation
residuals ê by the out-of-sample forecast errors. This modification yields a combination
scheme based on out-of-sample performance in a similar sense as initially proposed by
Bates and Granger (1969), but with the calculation of the individual weights inspired by
the basic idea of the Mallows’ criterion. We label it the “modified Mallows weighting
scheme”. Formally, for a given GDP component and a given forecast horizon, let there
be again N different forecasting models (one bridge equation for each of the economically
feasible indicators determined in section 3.1 plus the naive in-sample mean benchmark
model and the AR model). Moreover, let w be a N × 1 weighting vector with individual
weights wi (i=1, ...,N) all being larger than or equal to zero and summing to unity. Let
e be the matrix of out-of-sample forecast errors, i.e. a matrix of dimension Nf ×N , with
Nf = 18 in case of the rolling evaluation sample and with Nf increasing from 18 to 58
in case of the recursive evaluation sample. Since we do not require a penalty term in our
case of out-of-sample forecast errors, the modified Mallows’ criterion30 is simply given by

Cmod
Nf

(w) = w′e′ew (10)

and the modified Mallows weights are obtained from:

ŵ = argmin
w∈{w∈[0,1]N :

∑N
i=1 wi=1}

Cmod
Nf

(w) (11)

This is a quadratic programming problem which we solve numerically. It is important
to note, that in contrast to the inverse RMSFE and the relative quadratic gain pooling
schemes, the modified Mallows weighting scheme explicitly makes use of the correlation
structure among the forecast errors of the individual models. This means, that it may

29The Mallows’ criterion has also been used in empirical forecasting studies for the euro area (see for
example Schwarzmüller, 2015) and for Germany (e.g. Heinisch and Scheufele, 2018a).

30Note that this is similar to the “leave-h-out cross-validation criterion” recommended by Hansen
(2010) for combinations of multi-step ahead forecasts, with the notable difference that we use out-of-
sample forecast errors instead of in-sample “leave-h-observations-out residuals”.
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include non-informative forecasts if these have a favorable forecast error correlation struc-
ture with other forecasts.

Summing up, we compare the forecast performance of the following 16 different model
selection and pooling schemes:

1. best average forecast, rec.
2. best average forecast, rol.
3. best forecast, rec.
4. best forecast, rol.
5. simple average
6. median
7. inverse RMSFE, rec.
8. inverse RMSFE, rol.
9. inverse RMSFE (top), rec.

10. inverse RMSFE (top), rol.
11. relative quadratic gain, rec.
12. relative quadratic gain, rol.
13. relative quadratic gain (top), rec.
14. relative quadratic gain (top), rol.
15. modified Mallows weights, rec.
16. modified Mallows weights, rol.

Table 3 summarizes the evaluation results for all the production side components and
table 4 shows the results for the demand side. We report the RMSFE relative to the
naive in-sample mean benchmark, focusing on the total performance on average across
all 18 forecast horizons. In the upper part of the tables, we report the outcomes for the
full evaluation sample 2006Q2 to 2016Q1 and - for the purpose of cross-checking - in the
medium part for the evaluation sample excluding the crisis quarters 2008Q4 to 2009Q2.
In the lower part of the tables the numbers of competing forecasts (N) as well as the
ex-post evaluation results for the best average forecast from section 3.1 are recalled.

In line with the ex-post evaluation results presented in section 3.1, we do not find a real-
time specification scheme yielding informative forecasts for GVA in financial and insurance
services, GVA in public services, education and health and for public consumption. We
can thus conclude, that these GDP components are forecast best by their in-sample mean.
A similar case is the one of public other investment, where we find that selecting the best
average forecast can beat the benchmark. However, similarly to the ex-post evaluation
results, it is again the AR(p) forecast which is persistently selected.

In some cases, selecting the best average forecast yields the best results, notably for
GVA in accommodation and food services, net taxes on products, private residential
investment and corporate construction investment. Here, the average relative RMSFE
comes close to the evaluation results of the ex-post best average indicators with quite
good average relative performance gains between 7% and 15%. All these forecasts are also
clearly informative in the evaluation sample excluding the crisis. This is different for GVA
in the transportation sector, where based on the full evaluation sample the best average
forecast scheme also wins the race. However, the average performance excluding the crisis
is below the benchmark. The second best specification scheme for that component is
the inverse RMSFE (top) based on the rolling burn-in evaluation sample. Since it at
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Table 3: Average relative RMSFE for competing specification selection schemes on the
production side

Full evaluation sample 2006Q2-2016Q1
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best average forecast; rec. 1.01 0.97 0.79 0.98 0.93 1.01 0.95 0.93 1.01 1.30 0.98 1.04 1.02 1.01 0.90
best average forecast; rol 1.01 1.01 0.84 0.96 0.94 1.01 0.97 1.00 1.05 1.27 1.01 0.95 1.05 1.03 0.90
best forecast; rec. 1.04 1.00 0.79 0.99 0.93 1.01 1.10 1.01 1.02 1.23 0.97 1.01 1.02 1.00 0.94
best forecast; rol. 1.03 1.03 0.85 0.99 0.96 1.00 1.07 1.01 1.00 1.23 0.99 1.01 1.05 1.06 0.92
simple average 1.00 0.99 0.88 0.99 0.95 0.98 0.96 0.97 0.96 1.10 0.94 0.95 1.05 0.97 0.92
median 1.00 1.00 0.88 1.00 0.99 0.99 0.96 0.98 0.99 1.14 0.96 0.96 1.01 0.95 0.92
inverse rmsfe; rec. 1.00 0.98 0.84 0.98 0.92 0.98 0.97 0.97 0.97 1.13 0.92 0.95 1.03 1.00 0.93
inverse rmsfe; rol. 1.00 0.98 0.85 0.98 0.93 0.98 0.97 0.97 0.97 1.12 0.93 0.94 1.04 1.02 0.92
inverse rmsfe (top); rec. 1.01 0.98 0.78 0.98 0.92 0.97 0.97 0.97 0.99 1.11 0.93 0.94 1.01 1.02 0.93
inverse rmsfe (top); rol. 1.01 0.98 0.80 0.98 0.94 0.97 0.96 0.95 0.98 1.10 0.95 0.93 1.02 1.03 0.92
rel. quadr. gain ; rec. 1.00 0.96 0.80 0.98 0.91 0.97 0.97 0.96 0.97 1.17 0.93 0.97 1.01 1.00 0.94
rel. quadr. gain; rol. 1.00 0.98 0.81 0.98 0.93 0.97 0.96 0.98 0.97 1.16 0.94 0.95 1.02 1.02 0.93
rel. quadr. gain (top); rec. 1.00 0.97 0.78 0.98 0.91 0.96 0.97 0.96 0.98 1.18 0.94 0.96 1.01 1.00 0.94
rel. quadr. gain (top); rol. 1.00 0.98 0.80 0.97 0.94 0.97 0.97 0.97 0.97 1.17 0.95 0.95 1.02 1.03 0.92
mod. Mallows; rec 1.02 0.97 0.79 0.98 0.91 0.98 1.00 0.99 1.00 1.20 0.95 1.00 1.02 0.99 0.93
mod. Mallows, rol. 1.02 0.97 0.83 0.98 0.91 0.98 1.00 1.00 0.99 1.20 0.97 0.98 1.05 1.02 0.92

Ex crisis evaluation sample (excl. 2008Q4-2009Q2)

best average forecast; rec. 1.01 0.98 0.83 0.96 0.92 1.02 1.03 0.97 1.02 1.32 0.96 1.19 1.02 1.06 0.89
best average forecast; rol 1.00 1.02 0.84 0.94 0.94 1.02 1.03 1.02 1.06 1.28 0.98 1.02 1.02 1.04 0.89
best forecast; rec. 1.03 0.99 0.87 0.97 0.93 0.98 1.07 1.07 1.04 1.23 0.96 1.14 1.02 1.07 0.93
best forecast; rol. 1.03 1.00 0.88 0.97 0.95 0.99 1.08 1.05 1.04 1.24 0.97 1.12 1.02 1.06 0.91
simple average 1.00 0.98 0.88 0.99 0.95 0.98 1.00 0.99 0.98 1.12 0.93 0.97 1.02 1.01 0.92
median 1.00 0.99 0.84 1.00 0.99 0.99 0.99 0.99 1.00 1.15 0.95 0.97 1.01 1.00 0.92
inverse rmsfe; rec. 1.00 0.97 0.83 0.97 0.91 0.97 1.01 1.00 1.00 1.14 0.91 0.98 1.01 1.01 0.93
inverse rmsfe; rol. 1.00 0.96 0.83 0.98 0.93 0.97 1.00 0.99 0.99 1.13 0.92 0.97 1.02 1.00 0.93
inverse rmsfe (top); rec. 1.01 0.97 0.79 0.97 0.91 0.95 1.01 0.99 1.02 1.12 0.91 0.99 1.01 1.03 0.93
inverse rmsfe (top); rol. 1.01 0.96 0.79 0.97 0.93 0.96 1.00 0.97 1.01 1.11 0.94 0.98 1.02 1.01 0.92
rel. quadr. gain ; rec. 1.00 0.94 0.81 0.97 0.91 0.95 1.00 0.99 1.00 1.18 0.92 0.98 1.01 1.02 0.94
rel. quadr. gain; rol. 1.00 0.95 0.81 0.96 0.93 0.96 0.99 1.00 1.00 1.17 0.93 0.98 1.02 1.01 0.93
rel. quadr. gain (top); rec. 1.00 0.95 0.80 0.97 0.91 0.95 1.01 1.00 1.00 1.19 0.92 1.00 1.01 1.03 0.93
rel. quadr. gain (top); rol. 1.00 0.95 0.80 0.96 0.93 0.95 1.00 1.00 1.00 1.18 0.94 1.00 1.02 1.02 0.92
mod. Mallows; rec 1.02 0.97 0.83 0.97 0.90 0.97 1.05 1.04 1.02 1.22 0.93 1.12 1.02 1.05 0.94
mod. Mallows, rol. 1.01 0.97 0.85 0.97 0.90 0.98 1.04 1.03 1.02 1.22 0.95 1.12 1.03 1.05 0.92

memo:
N : 13 16 34 20 27 32 38 20 12 22 26 27 15 12 32
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rel. RMSFE full sample 0.99 0.94 0.76 0.94 0.89 0.96 0.93 0.93 0.99 1.00 0.92 0.85 1.00 0.99 0.87
rel. RMSFE ex crisis 0.99 0.97 0.82 0.90 0.89 0.96 0.99 0.97 1.00 1.00 0.91 0.99 1.00 0.98 0.87

RMSFE on average across all forecast horizons, relative to the recursive in-sample mean. Bold: Lowest value. Italic: Preferred specification scheme.
N : Number of competing forecasts, i.e. number of economically feasible indicators plus two (the naive in-sample mean forecast and the AR forecast).
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Table 4: Average relative RMSFE for competing specification selection schemes on the
demand side

Full evaluation sample 2006Q2-2016Q1

P
ri

va
te

co
n
su

m
p
ti

on

P
u
b
li
c

co
n
su

m
p
ti

on

P
ri

va
te

in
v

in
m

ac
h

an
d

eq
u
ip

P
u
b
li
c

in
v

in
m

ac
h

an
d

eq
u
ip

P
ri

va
te

re
si

d
en

ti
al

in
ve

st
m

en
t

C
or

p
or

at
e

co
n
st

ru
ct

io
n

in
v

P
u
b
li
c

co
n
st

ru
ct

io
n

in
ve

st
m

en
t

P
ri

va
te

ot
h
er

in
ve

st
m

en
t

P
u
b
li
c

ot
h
er

in
ve

st
m

en
t

C
h
an

ge
in

re
al

in
ve

n
to

ri
es

E
x
p

or
ts

of
go

o
d
s

E
x
p

or
ts

of
se

rv
ic

es

Im
p

or
ts

of
go

o
d
s

Im
p

or
ts

of
se

rv
ic

es

best average forecast; rec. 0.98 1.12 0.84 1.02 0.85 0.85 0.87 0.93 0.95 1.04 0.80 0.98 0.81 0.99
best average forecast; rol 0.99 1.12 0.84 0.98 0.89 0.86 0.86 1.06 0.97 1.04 0.75 1.07 0.92 1.04
best forecast; rec. 0.98 1.13 0.80 1.01 0.91 0.87 0.86 0.95 1.00 1.02 0.72 1.01 0.72 0.97
best forecast; rol. 1.00 1.13 0.82 0.98 0.96 0.88 0.86 1.05 1.00 1.02 0.77 1.01 0.80 1.00
simple average 0.96 1.03 0.85 0.99 0.95 0.95 0.91 0.94 1.01 0.97 0.85 0.98 0.80 1.00
median 0.99 1.02 0.84 0.99 0.98 0.98 0.94 0.96 1.01 0.97 0.88 0.97 0.83 1.00
inverse rmsfe; rec. 0.95 1.03 0.84 0.99 0.92 0.92 0.91 0.95 1.00 0.99 0.78 0.97 0.76 0.98
inverse rmsfe; rol. 0.96 1.03 0.84 0.98 0.92 0.92 0.90 0.93 0.99 0.99 0.79 0.98 0.78 1.00
inverse rmsfe (top); rec. 0.94 1.07 0.81 0.99 0.90 0.90 0.89 0.94 0.99 0.99 0.71 0.97 0.72 0.97
inverse rmsfe (top); rol. 0.93 1.05 0.82 0.98 0.90 0.90 0.88 0.95 0.99 0.99 0.73 0.98 0.75 1.00
rel. quadr. gain; rec. 0.93 1.03 0.83 0.99 0.89 0.89 0.88 0.94 0.99 0.99 0.72 0.97 0.71 0.97
rel. quadr. gain; rol. 0.94 1.04 0.84 0.98 0.90 0.89 0.87 0.95 0.98 0.99 0.74 0.98 0.75 0.99
rel. quadr. gain (top); rec. 0.93 1.06 0.81 0.99 0.89 0.88 0.87 0.94 0.99 0.99 0.70 0.97 0.70 0.97
rel. quadr. gain (top); rol. 0.93 1.05 0.83 0.98 0.90 0.88 0.86 0.96 0.98 0.99 0.73 0.98 0.75 0.99
mod. Mallows; rec 0.94 1.10 0.80 0.99 0.89 0.86 0.85 0.92 0.98 1.02 0.72 0.97 0.70 0.98
mod. Mallows, rol. 0.92 1.09 0.82 0.98 0.92 0.87 0.85 0.97 0.99 1.01 0.76 0.98 0.74 0.98

Ex crisis evaluation sample (excl. 2008Q4-2009Q2)

best average forecast; rec. 0.98 1.13 0.94 1.02 0.85 0.84 0.88 0.98 0.93 1.02 0.85 0.98 0.89 0.98
best average forecast; rol 0.97 1.14 0.95 0.98 0.89 0.84 0.87 1.09 0.95 1.02 0.76 1.08 1.07 1.02
best forecast; rec. 0.96 1.13 0.92 1.01 0.91 0.86 0.87 1.01 0.99 1.03 0.83 1.01 0.90 0.99
best forecast; rol. 0.99 1.14 0.92 0.98 0.96 0.86 0.87 1.08 0.97 1.03 0.84 1.02 0.94 0.98
simple average 0.96 1.03 0.86 0.98 0.95 0.95 0.91 0.95 1.01 0.98 0.88 0.98 0.90 1.00
median 0.99 1.02 0.85 0.99 0.98 0.98 0.94 0.97 1.01 0.97 0.87 0.98 0.90 1.00
inverse rmsfe; rec. 0.93 1.03 0.87 0.99 0.92 0.92 0.91 0.96 0.99 0.99 0.81 0.98 0.88 0.99
inverse rmsfe; rol. 0.95 1.04 0.86 0.98 0.92 0.91 0.91 0.96 0.99 0.99 0.81 0.99 0.88 0.99
inverse rmsfe (top); rec. 0.92 1.07 0.89 0.99 0.90 0.90 0.89 0.97 0.98 1.00 0.78 0.98 0.87 0.99
inverse rmsfe (top); rol. 0.92 1.07 0.89 0.98 0.90 0.89 0.88 0.99 0.98 1.00 0.77 1.00 0.87 1.00
rel. quadr. gain; rec. 0.93 1.04 0.87 0.98 0.89 0.88 0.88 0.96 0.99 0.99 0.77 0.98 0.84 0.97
rel. quadr. gain; rol. 0.94 1.05 0.87 0.98 0.90 0.88 0.87 0.98 0.97 1.00 0.77 0.99 0.85 0.98
rel. quadr. gain (top); rec. 0.92 1.07 0.88 0.98 0.89 0.87 0.88 0.96 0.98 0.99 0.76 0.98 0.84 0.97
rel. quadr. gain (top); rol. 0.93 1.06 0.89 0.98 0.90 0.87 0.86 1.00 0.97 1.00 0.76 0.99 0.85 0.98
mod. Mallows; rec 0.92 1.10 0.89 0.99 0.89 0.85 0.85 0.96 0.97 1.02 0.81 0.98 0.87 0.98
mod. Mallows, rol. 0.91 1.11 0.89 0.98 0.92 0.85 0.85 1.01 0.97 1.02 0.82 0.99 0.89 0.98
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rel. RMSFE full sample 0.93 1.00 0.80 0.96 0.84 0.85 0.78 0.92 0.93 0.97 0.68 0.98 0.76 0.96
rel. RMSFE ex crisis 0.90 1.00 0.88 0.98 0.83 0.84 0.79 0.97 0.91 0.97 0.76 0.99 0.91 0.98

RMSFE on average across all forecast horizons, relative to the recursive in-sample mean. Bold: Lowest value. Italic: Preferred specification scheme.
N : Number of competing forecasts, i.e. number of economically feasible indicators plus two (the naive in-sample mean forecast and the AR forecast).
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least marginally beats the benchmark in the excluding crisis evaluation sample, we would
choose it as the more robust favorite. Note, that for all other GDP components, the
cross-check with the evaluation sample excluding the crisis does not reject the first best
specification scheme since the average relative RMSFE are below unity.31

Interestingly, we do not find a single case where selecting the forecast horizon specific
best forecast yields the best overall performance. Instead, we find pooling schemes to
dominate for the remaining 20 GDP components. Remarkably, the simple pooling schemes
can be beaten in most cases. There are three exceptions: For GVA in information and
communication services and for the change in inventories, the simple average provides the
best performance and for GVA in other services it is the median forecast. However, all
these three GDP components have already been shown to be hardly predictable in the
ex-post single indicator evaluation exercise and the real-time gains of the simple pooling
schemes against the benchmark are also small.

In comparison, we find the highest gains in those cases where one of the performance
based combination schemes is best. The modified Mallows weighting scheme seems very
promising, in particular with respect to the demand side. Besides the forecast for GVA in
the construction sector, it also shows the best performance for private consumption, pri-
vate investment in machinery and equipment, public investment in machinery and equip-
ment, public construction investment, private other investment and imports of goods.
With the exception of public investment in machinery and equipment, which only sees
slight improvements on the naive benchmark forecast, it yields substantial average relative
performance gains of at least 8% and of up to 30% in case of imports of goods.

The other two performance-based approaches are also found among the winners: Be-
sides the case of GVA in the transportation sector discussed above, the inverse RMSFE
weighting scheme also yields the best average forecasting performance for exports of ser-
vices and for GVA in real estate services, business services and in manufacturing. The
GVA components reach a good average relative performance gain between 7% and 22%.
Interestingly, in all cases but the GVA in real estate services, it is the “top” variant of the
inverse RMSFE scheme which wins. Finally, the relative quadratic gain approach is the
preferred pooling scheme for GVA in agriculture, in mining and in trade and for imports
of services and exports of goods. With the exception of agriculture, which only yields a
marginally informative forecast, the GVA components show robust but somewhat lower
relative performance gains of around 4% on average across all forecast horizons. Imports
of services are even somewhat weaker, while the forecast for exports of goods shows a
very strong average performance (30% better than the benchmark). In all five cases, it
is the recursive burn-in evaluation sample which provides the basis for the best forecast
combinations. Table 5 summarizes the preferred specification schemes for all 29 GDP
components we are going to use for calculating GDP forecasts in the following section.

All in all, we obtain the very encouraging result of finding real-time specification
schemes yielding informative indicator-based forecasts on average across all forecast hori-
zons for at least 17 of the 29 GDP components with some cases reaching strong relative
performance gains.

However, our focus so far was on the relative forecasting performance on average across
all 18 forecast horizons. This masks pronounced changes over time. In figures 4 and 5

31In many cases, the inclusion of the crisis period into the evaluation sample has only surprisingly small
effects.
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Table 5: Preferred real-time specification schemes

Production Side Demand Side

GDP component Specification scheme GDP component Specification scheme
GVA agriculture rel. quadr. gain; rec. Private consumption mod. Mallows; rol.
GVA mining rel. quadr. gain; rec. Public consumption recursive in-sample mean
GVA manufacturing inverse rmsfe (top); rec. Private inv. in mach. & equip. mod. Mallows; rec.
GVA energy & water supply best average indicator; rol. Publ. inv. in mach. & equip. mod. Mallows; rol.
GVA construction mod. Mallows; rol. Private residential investment best average indicator; rec.
GVA trade rel. quadr. gain (top); rec. Corporate constr. investment best average indicator; rec.
GVA transport inverse rmsfe (top); rol. Public construction investment mod. Mallows; rol.
GVA accom. & food services best average indicator; rec. Private other investment mod. Mallows; rec
GVA I&C simple average Public other investment AR
GVA fin. & insurance services recursive in-sample mean Change in real inventories simple average
GVA real estate activities inverse rmsfe; rec. Exports of goods rel. quadr. gain (top); rec.
GVA business services inverse rmsfe (top); rol. Exports of services inverse rmsfe (top); rec.
GVA publ. serv., educ. health recursive in-sample mean Imports of goods mod. Mallows; rec.
GVA other services median Imports of services rel. quadr. gain (top); rec.
Net taxes on products best average indicator; rec.

we show the relative RMSFE for the preferred specification schemes over the different
forecast horizons.32 We can see the general pattern of increasing performance gains over
time when the forecast horizon comes closer and more information becomes available.

For some GDP components, notably GVA in mining, in trade and in accommodation
and food services as well as private consumption, exports and imports of services, we
observe that their forecasts start to be informative around the forecast production date of
12 to 8 weeks before the release of GDP details (t−12 to t−8), as soon as the first “hard”
data is available. For some other components, particularly for GVA in manufacturing
and in construction, the three construction investment components and exports of goods,
survey data also apparently has a valuable informational content leading to substantial
improvements in forecast accuracy around the production date of t − 28. This is when
the most recently available ifo survey on 6-months business expectations for the first time
covers the whole quarter to be forecast and the ifo 3-months export expectations and
production plans for the first time reach into the respective quarter. A special case is
the forecast for imports of goods, which seems to be informative for all forecast horizons.
However, this is solely due to some of the crisis quarters. Excluding the crisis quarters,
the forecast is informative as of t− 14.33 Among this last group of forecasts are also the
very best performers. On the production side, GVA in manufacturing comes close to a
40% relative performance gain in t − 2 and on the demand side exports of goods and
imports of goods even reach a 75% reduction of the forecast error.

To conclude, we see the number of high-quality GDP component forecasts increasing
with shorter forecast horizons. For the backcasting period (t − 6 to t − 2), 23 out of
29 GDP component forecasts are informative in both the full evaluation sample and the
evaluation sample excluding the crisis.

32For the evaluation sample excluding the crisis, see figures 14 and 15 in the appendix.
33Apart from this, the evaluation results excluding the crisis are generally very similar to the ones of

the full evaluation sample.
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Figure 4: RMSFE relative to recursive in-sample mean for preferred real-time specification
schemes on the production side
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Figure 5: RMSFE relative to recursive in-sample mean for preferred real-time specification
schemes on the demand side
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4 Short-term Forecasts for Aggregate GDP

4.1 Evaluation Results

We now perform the forecasting exercise of section 3.2 using the forecasts of the preferred
specification schemes for the 29 GDP sub-components for calculating the corresponding
real GDP growth forecasts via the production side and via the demand side. Subsequently,
we evaluate the forecast performance for both approaches with respect to the relative
RMSFE (as a ratio of the RMSFE of the naive in-sample mean benchmark forecast)
in the evaluation sample 2006Q2 to 2016Q1. As we know that GDP in Germany is
calculated from both sides separately and the official figures are somewhere in between,
we also include the (equally weighted) average forecast into the evaluation. The relative
RMSFE results are reported in table 6 and the absolute RMSFE results are presented in
figure 6. Note, that the representation of forecast errors in absolute terms also allows to
illustrate the marked level effect of the crisis quarters on the benchmark forecast quality
(of around 0.4 pp in terms of RMSFE).

Table 6: RMSFE for GDP forecasts, relative to recursive in-sample mean benchmark
forecast

Forecast horizon: t-36 t-34 t-32 t-30 t-28 t-26 t-24 t-22 t-20

Full evaluation sample:
demand side 0.97 0.98 0.97 0.96 0.85* 0.83* 0.81* 0.81* 0.79*
production side 0.98* 0.98* 0.96* 0.97* 0.89* 0.88* 0.81* 0.8* 0.77*
average 0.99* 0.98* 0.98* 0.98* 0.88* 0.86* 0.77* 0.76* 0.74*

Evalution sample excluding crisis:
demand side 1.00 1.02 0.95* 0.95* 0.83* 0.80* 0.73* 0.74* 0.75*
production side 0.98 0.98 0.94* 0.94* 0.86* 0.84* 0.81* 0.79* 0.75*
average 1.00 1.01 0.92* 0.92* 0.84* 0.82* 0.74* 0.74* 0.72*

Forecast horizon: t-18 t-16 t-14 t-12 t-10 t-8 t-6 t-4 t-2

Full evaluation sample:
demand side 0.79* 0.73* 0.75* 0.72* 0.66* 0.68* 0.61* 0.61* 0.62*
production side 0.74* 0.72* 0.69* 0.69* 0.64* 0.64* 0.61* 0.61* 0.61*
average 0.73* 0.69* 0.69* 0.68* 0.59* 0.59* 0.53* 0.52* 0.52*

Evalution sample excluding crisis:
demand side 0.72* 0.72* 0.70* 0.73* 0.65* 0.64* 0.67* 0.72* 0.71*
production side 0.72* 0.69* 0.66* 0.67* 0.62* 0.60* 0.58* 0.57* 0.57*
average 0.70* 0.69* 0.66* 0.66* 0.57* 0.56* 0.57* 0.59* 0.56*

Full evaluation sample: 2006Q2-2016Q1. Excluding crisis: 2006Q2-2016Q1 excluding
2008Q4-2009Q2. Lowest value in bold. Asterisks * indicate rejection of the null hypothesis of
equal mean squared forecast errors (with respect to the in-sample mean benchmark forecast)
based on the Clark and West (2007) test (on a level of significance between 5% and 1%, using
Newey-West standard errors for t− 36 to t− 14).

Based on the full evaluation sample, we observe some of the features which were to
be expected from the evaluation results of the underlying component forecasts also for
the aggregate production side and demand side GDP forecasts. The relative performance
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Figure 6: RMSFE for GDP forecasts (in pp)

against the naive in-sample mean benchmark increases with shorter forecast horizons. The
forecasts start to be significantly informative - in both the economical and the statistical
sense - around t − 28 and continue improving gradually over time, eventually reaching
relative performance gains close to 40% in the backcasting period (6 weeks before the
release of GDP details). Overall, the production side forecast is somewhat better than
the demand side forecast, in particular for the shorter forecast horizons. These results are
broadly robust to the exclusion of the crisis quarters from the evaluation sample, with
the exception of the relative performance of the demand side forecast, which deteriorates
somewhat for shorter forecast horizons.

A striking finding is, that the forecast obtained from combining the production side
and the demand side forecast (with equal weights) is able to further increase the relative
performance gains, particularly in the late nowcasting period and in the backcasting
period where it increases to 48% in the full evaluation sample. This result also holds
for the evaluation sample excluding the crisis period, although to a lesser extent. The
extra benefit in terms of forecast accuracy from combining the two sides of GDP results
from a favorable structure of correlation between the forecast errors. As it can be seen
in figure 16 in the appendix, the forecast errors from the two sides of GDP are almost
perfectly correlated for the longer forecast horizons. Around t− 10, the correlation starts
to loosen increasingly, thus making room for forecast accuracy gains by combining the
two forecasts.

Finally we also look at the mean absolute forecast error (MAFE), which is an alterna-
tive wide-spread measure of forecast accuracy giving lower weight to large forecast errors
as compared to the RMSFE. Figure 7 shows the MAFE for the production and demand
side forecasts as well as the equally weighted average forecast and the naive benchmark.
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Figure 7: MAFE for GDP forecasts (in pp)

The results obtained for the RMSFE are confirmed: We can see the combined forecast
to have the best performance for almost all forecast horizons, providing substantial im-
provements in particular for the late nowcasts and the backcasting period. This finding
is also robust with respect to the crisis.

4.2 Sensitivity Analysis

4.2.1 The role of auxiliary monthly indicator forecasts

With respect to the auxiliary forecasts at the monthly frequency for all the indicators
used in the bridge equations, we raised the question whether the advantage of additional
information contained in the predictors on every stage of our hierarchical forecasting
procedure outweigh the disadvantages of additional parameter uncertainty associated with
each estimation (see section 2.2).

We address this question by comparing the RMSFE results of the combined GDP
forecasts as presented in section 4.1 (as the baseline “hierarchical” auxiliary forecasts)
to two alternative scenarios: First, we repeat the complete forecasting exercise with all
monthly indicators being forecast by AR processes (labeled “AR” auxiliary forecasts)
and second, we do so with all monthly indicators being forecast by the predictor at the
highest level in the hierarchy as given in table 2, i.e. an expectations variable or an AR
forecast for the expectations variables themselves (labeled “expectations only” auxiliary
forecasts). The results are presented in figure 8.

We can see that the general finding of obtaining informative GDP growth forecast
for forecast horizons of up to 28 weeks is confirmed by both alternatives. With respect

29



Figure 8: RMSFE (in pp) for the average of production and demand side GDP forecasts
based on alternative auxiliary monthly indicator forecasts

to the degree of forecasting performance there are some interesting differences: Both the
hierarchical baseline approach as well as the approach using expectations variables only
as predictors in the auxiliary forecasts yield substantial improvements as compared to the
AR-approach. This also holds for the evaluation sample excluding the crisis, suggesting
that the expectations indicators contain valuable information. Based on the full evaluation
sample, it even seems that it is sufficient to include the expectations variables, since the
more complex hierarchical baseline procedure performs worse than the “expectations only”
approach. However, this result is driven by the crisis quarters. Excluding the crisis, the
hierarchical approach and the “expectations only” approach perform quite similar for the
longer forecast horizons. For the shorter forecast horizons, we find the GDP forecasts
based on the hierarchical auxiliary forecasts to dominate and the more sparse alternative
using expectations indicators only to perform very similar to the AR approach. This
suggests, that in “normal times” the leading indicators other than expectations variables
are also of value. Overall, we see the choice of the hierarchical approach using multiple
predictors as our baseline procedure confirmed.

4.2.2 The role of other, non-economic factors

The inclusion of regressors related to non-economic factors such as special calendar or
weather conditions in equation (4) for the auxiliary monthly indicator forecasts comes
somewhat ad hoc. It is mainly motivated by the experience in the regular economic
analysis, where unusual calendar or weather conditions are frequently found to play a
substantial role for the short-term dynamics of the German economy. In this section,
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Figure 9: RMSFE (in pp) for the average of production and demand side GDP forecasts
based on alternative specifications for additional regressors

we investigate the specific role of these regressors for the forecasting performance of our
system of bridge equations. Again, we do so by comparing the RMSFE results of the
combined GDP forecasts as presented in section 4.1 (as the baseline case labeled “all
regressors”) to two alternative scenarios: First we repeat the complete forecasting exercise
with the monthly indicators being forecast without additional regressors (labeled “no
additional regressors”) and second, we do so considering the ice days variable as the only
additional regressor (labeled “ice days only”). The results are presented in figure 9.

Again, we see the general pattern of the RMSFE confirmed by both alternatives. Based
on the full evaluation sample it is not clear whether the additional regressors capturing
non-economic factors are helpful. They seem to be beneficial for the nowcasts but even
harmful for the backcasts. However, excluding the exceptional crisis quarters from the
evaluation, the picture becomes much clearer: The additional regressors help improving
the forecast accuracy for all the informative forecast horizons (of up to 28 weeks). For
the longer forecast horizons, the gain in performance can be attributed to the ice days
regressor. This is probably due to the strongly lagged effects of severe winter weather
conditions (catching-up effects). Our findings seem more pronounced than in An de
Meulen and Döhrn (2015). This could be due to our disaggregate forecasting approach,
which enables applying the additional information in a more targeted way than in a
direct forecasting approach aiming at aggregate GDP. With respect to the shorter forecast
horizons, the benefit from weather information is much smaller. This is not surprising,
given that it should be already reflected in other available leading indicators (e.g. surveys).
Consequently, the major part of the improvement in forecasting accuracy during the
backcasting period stems from the bridging-day and the shool holdiday regressors.
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4.2.3 Higher levels of aggregation

So far, our analysis relies on a disaggregate modeling of GDP at the most disaggregate
level available. In this section, we want to examine the robustness of our results with
respect to a more medium level of disaggregation and to contrast the disaggregate models
with a direct, aggregate approach. With respect to the smaller disaggregate system, we
opt for 5 subcomponents on the production side and 4 subcomponents on the demand
side. This allows to take the most important GDP components into account. Precisely,
on the production side of GDP we consider a breakdown into GVA in agriculture, GVA in
the production sector excluding construction, GVA in construction, GVA in services and
net taxes on products. On the demand side we decompose GDP into the four components
consumption, gross investment, exports and imports. Regarding the production side,
we can use some of the forecasts already contained in the 15-components approach. In
addition we need forecasts for GVA in the production sector excluding construction and
in services. Tables showing the feasible indicators and ex-post evaluation results for these
two components can be found in the appendix (tables 37 and 38). On the demand side,
we need additional forecasts for all the four components (see table 39 for consumption,
table 40 for gross investment, table 41 for exports and table 42 for imports). For the
direct GDP forecasts, we deem all 130 economic indicators as feasible. The corresponding
ex-post evaluation results can be found in table 36.

For all of these GDP components, we perform the same forecasting exercise as in
section 3.2. The results regarding the competing real-time specification schemes can be
found in table 43. The preferred specification schemes are the following: For GVA in
the production sector excluding construction it is selecting the best indicator (based on
the recursive evaluation sample), for GVA in services the inverse RMSFE (top variant)
pooling scheme based on the rolling evaluation sample and for gross investment it is the
same pooling scheme but based on the recursive evaluation sample. Consumption and
exports are both best forecast using the relative quadratic gain pooling scheme (top),
based on the rolling evaluation sample for the first and on the recursive evaluation sample
for the latter. For imports, the modified Mallows weighting scheme based on the recursive
evaluation scheme is preferred. Finally, the best direct GDP forecast is obtained by using
the relative quadratic gain approach (top) based on the rolling evaluation sample.

Figure 10 presents the RMSFE for the corresponding disaggregate production side
and the demand side GDP forecasts of the 9-components system as well as for the equally
weighted average. It shows an evolution very similar to the 29-components system with
GDP forecasts being informative for forecast horizons of up to 28 weeks, the RMSFE
declining with shorter forecast horizons and the production side forecast yielding better
outcomes than the demand side forecast, in particular for the shorter forecast horizons.
Here, the combined equally weighted average forecast again yields a substantially lower
RMSFE. All these results are also found in the evaluation sample excluding the crisis.

In figure 11 we show the RMSFE of the combined equally weighted average forecast for
both disaggregate systems together with the RMSFE of the direct aggregate GDP forecast.
In the full evaluation sample, the performance of of the 29-components system is above the
one of the less disaggregate approach, with the exception of the backcasts. In comparison
to the direct, aggregate forecast we see that both disaggregate approaches clearly perform
better for all forecast horizons of up to 28 weeks. For the 29-components system, this
result is also very robust with respect to excluding the crisis from the evaluation sample,
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Figure 10: RMSFE (in pp) for 5 and 4 component disaggregate GDP forecasts

where the 9-components systems clearly dominates the direct approach at least for the
shorter forecast horizons. Overall, our findings suggest strong merits from disaggregation.
Our two-sided modeling approach may contribute to the fact that this result is more
pronounced than e.g. in Heinisch and Scheufele (2018a).

5 Conclusions

In this paper, we have presented a comprehensive disaggregate approach for short-term
forecasting economic activity in Germany, yielding informative forecasts of real GDP
growth and its composition for forecast horizons of up to 28 weeks in a consistent frame-
work. This is particularly valuable for practitioners, who are often interested not only
in accurate forecasts of real GDP growth but also in its drivers on the sectoral level or
in terms of demand impulses. Our findings make a strong point in favor of forecasting
aggregate GDP on a disaggregate component level instead of directly forecasting aggre-
gate GDP itself. Besides the advantage of a consistent composition forecast behind the
aggregate GDP forecast, we find that disaggregation has also some general merit in terms
of forecast accuracy as compared to direct, aggregate GDP forecasts. In addition, it en-
ables us to separately modeling the production and the demand side of GDP and, hence,
using a combined forecast which benefits from a favorable structure of forecast errors.
In our framework, this additional gain in terms of forecast accuracy is also found for a
medium level of disaggregation and to be robust with respect to excluding the financial
crisis quarters 2008Q4 to 2009Q2 from the evaluation sample.

The extra benefit obtained from the two-sided modeling approach might be a general
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Figure 11: RMSFE (in pp) for GDP forecasts of different aggregation levels

lesson from our work - and could be applied to other economies with a similar statistical
framework. Generally speaking, our message is that it does make sense to take the
statistical practice in the national accounts into account when forecasting GDP growth.
This holds for example for the Euro area in a very similar way, because GDP is also
calculated by the production and the demand side.34 In other cases, such as the US, it
might be advantageous to separately model the demand side and the income side of GDP
(see e.g. Aruoba, Diebold, Nalewaik, Schorfheide, and Song, 2016).

Finally, our results suggest a general merit of pooling individual forecasts based on
a large experience of historical out-of-sample forecasting performance. Specifically, the
modification of the Mallows’ pooling scheme to out-of-sample forecast errors seems to be
promising for further research, e.g. with respect to forecasting economic activity in other
economies.

34The findings by Frale et al. (2011) also point in this direction.
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A Appendix

A.1 Ex-post Evaluation Results of Single Indicator Forecasts on
the Production Side

Table 7: Evaluation results of single indicator forecasts for GVA agriculture

GVA agriculture forecasts Memo: ex GVA agriculture forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
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average across
forecast horizons (4):
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employment 3 0 0.99 0.99 0.98 0.99 1 0.99 1 ifo bus current 3 0 1.01 1.01 1.02 1.01 9 1.01 10
gfk econ sentiment 2 0 1.00 0.99 0.99 1.00 2 1.00 2 unemployment 3 1 1.05 0.98 0.97 1.01 10 1.01 9
AR .. .. 1.00 1.00 1.00 1.00 3 1.00 4 zew current 3 0 1.02 1.01 1.01 1.01 11 1.01 11
hwwi 3 0 1.00 1.00 1.00 1.00 5 1.00 6 ifo empl barometer 2 0 1.08 1.08 1.07 1.08 12 1.08 12
ifo bus climate 3 0 1.00 1.00 1.00 1.00 6 1.00 3 empl stss agric 3 0 1.41 1.19 1.22 1.30 13 1.30 13
ifo bus expect 2 0 1.00 1.00 1.01 1.00 7 1.00 7 rec. sample mean .. .. 1.00 1.00 1.00 1.00 4 1.00 5
zew expect 2 0 1.01 1.01 1.01 1.01 8 1.00 8 memo: absolute RMSFE .. .. 7.72 7.72 7.72 7.72 .. 8.02 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 8: Evaluation results of single indicator forecasts for GVA mining

GVA mining forecasts Memo: ex GVA mining forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
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average across
forecast horizons (4):
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prod mining 3 0 1.00 0.92 0.83 0.94 1 0.97 3 pmi comp output 0 0 0.99 1.06 1.09 1.03 11 1.02 13
employment 3 1 0.97 1.00 0.98 0.98 2 0.97 2 turnover mining 3 0 1.00 1.02 1.14 1.03 12 1.00 8
unemployment 3 0 1.00 0.98 0.97 0.99 3 0.99 5 ifo bus expect 2 0 1.01 1.06 1.06 1.03 13 0.95 1
gfk econ sentiment 2 0 0.99 1.00 1.00 1.00 4 0.99 6 ifo bus climate 3 0 1.03 1.06 1.06 1.04 14 1.01 10
AR .. .. 1.00 1.01 1.02 1.01 6 1.03 14 real turn mining 3 0 1.02 1.06 1.12 1.05 15 1.06 15
zew current 3 0 1.01 1.02 1.03 1.02 7 1.00 9 ifo empl barometer 2 0 1.03 1.13 1.12 1.08 16 1.14 16
zew expect 2 0 1.01 1.02 1.02 1.02 8 1.02 11 rec. sample mean .. .. 1.00 1.00 1.00 1.00 5 1.00 7
ifo bus current 3 0 1.00 1.04 1.04 1.02 9 0.99 4 memo: absolute RMSFE .. .. 6.67 6.69 6.7 6.68 .. 5.54 ..
hours worked ind&min 3 0 1.02 1.03 1.06 1.03 10 1.02 12
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

35



Table 9: Evaluation results of single indicator forecasts for GVA manufacturing

GVA manufacturing forecasts Memo: ex GVA manufacturing forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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turnover industry 3 0 0.90 0.66 0.52 0.76 1 0.82 6 vda car prod 3 1 1.03 0.96 0.87 0.98 19 1.05 25
real turn industry 3 0 0.89 0.67 0.54 0.76 2 0.83 7 hwwi 3 0 1.01 0.98 0.95 0.99 20 1.03 22
ind prod 3 1 0.89 0.69 0.52 0.76 3 0.81 3 dax 3 0 1.00 0.99 0.98 0.99 21 1.01 19
ifo man export exp 2 0 0.87 0.69 0.65 0.77 4 0.82 5 brent 3 0 1.01 1.00 0.98 1.00 23 1.03 23
ifo man orders 3 0 0.85 0.71 0.68 0.77 5 0.78 1 toll total 3 0 0.99 1.03 1.02 1.01 24 1.02 21
ifo man expect 2 0 0.84 0.75 0.73 0.79 6 0.84 8 toll domestic 3 0 1.00 1.06 1.08 1.04 25 1.08 26
ifo int goods cur 3 0 0.88 0.71 0.68 0.79 7 0.84 9 cdax 3 1 1.03 1.04 1.07 1.04 26 1.03 24
ifo man current 3 0 0.86 0.74 0.72 0.80 8 0.84 10 rex 3 0 1.05 1.06 1.04 1.05 27 1.09 27
ifo man prod plans 2 0 0.88 0.77 0.75 0.82 9 0.86 11 gfk econ sentiment 2 0 1.09 1.09 1.08 1.09 28 1.14 29
for ind orders 3 0 0.91 0.76 0.69 0.82 10 0.86 12 i10year 0 0 1.08 1.10 1.10 1.09 29 1.09 28
ind orders 3 1 0.92 0.77 0.67 0.83 11 0.80 2 AR .. .. 1.11 1.11 1.06 1.10 30 1.16 30
ifo export climate 2 0 0.92 0.75 0.75 0.83 12 0.89 14 employment 3 1 1.14 1.14 1.10 1.13 31 1.18 31
ifo int goods exp 2 0 0.87 0.80 0.79 0.83 13 0.88 13 unemployment 3 0 1.15 1.13 1.08 1.13 32 1.22 32
ifo man stocks 3 0 0.87 0.81 0.78 0.84 14 0.82 4 term spread 0 0 1.19 1.20 1.14 1.18 33 1.29 33
pmi man output 0 0 0.94 0.81 0.81 0.88 15 0.97 17 exch USD EUR 3 0 1.86 1.49 1.28 1.64 34 2.05 34
zew man expect 2 0 0.93 0.84 0.85 0.89 16 0.93 15 rec. sample mean .. .. 1.00 1.00 1.00 1.00 22 1.00 18
euribor3m 0 0 0.98 0.93 0.92 0.95 17 1.02 20 memo: absolute RMSFE .. .. 3.54 3.53 3.52 3.53 .. 2.32 ..
hours worked ind&min 3 0 0.96 0.96 0.94 0.96 18 0.93 16
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 10: Evaluation results of single indicator forecasts for GVA energy & water

GVA energy & water forecasts Memo: ex GVA energy & water forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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energy prod 3 1 0.98 0.92 0.86 0.94 1 0.90 1 AR .. .. 1.00 1.02 1.04 1.01 13 1.02 13
employment 3 1 0.95 0.96 0.97 0.96 2 0.94 2 zew expect 2 0 1.00 1.02 1.03 1.01 14 1.02 14
real turn energy 3 1 0.96 0.97 0.98 0.97 3 0.95 3 turnover energy 3 0 0.99 1.02 1.05 1.01 15 1.00 9
unemployment 3 1 0.98 0.99 0.99 0.98 4 0.97 4 ifo bus climate 3 0 1.00 1.03 1.05 1.02 16 1.03 18
ifo int goods exp 2 0 0.98 1.00 1.03 1.00 5 0.99 5 gfk econ sentiment 2 0 1.01 1.02 1.03 1.02 17 1.02 15
pmi man output 0 0 0.99 1.01 1.03 1.00 6 1.00 7 brent 3 0 1.01 1.04 1.05 1.03 18 1.02 17
ifo int goods cur 3 0 0.98 1.01 1.03 1.00 8 1.01 12 hwwi 3 0 1.01 1.05 1.07 1.03 19 1.03 19
ifo bus current 3 0 0.99 1.02 1.03 1.01 9 1.02 16 ifo empl barometer 2 0 1.13 1.16 1.12 1.14 20 1.17 20
pmi comp output 0 0 0.99 1.02 1.03 1.01 10 1.01 10 rec. sample mean .. .. 1.00 1.00 1.00 1.00 7 1.00 6
zew current 3 0 0.99 1.01 1.03 1.01 11 1.01 11 memo: absolute RMSFE .. .. 4.64 4.64 4.64 4.64 .. 4.23 ..
ifo bus expect 2 0 0.99 1.02 1.03 1.01 12 1.00 8
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 11: Evaluation results of single indicator forecasts for GVA construction

GVA construction forecasts Memo: ex GVA construction forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2
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RMSFE rel. to
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forecast horizons (4):
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prod in constr 3 1 0.93 0.88 0.82 0.89 1 0.89 1 ord housing constr 3 0 1.02 1.02 0.99 1.01 16 1.01 16
turn public constr 3 0 0.91 0.90 0.90 0.91 2 0.90 2 AR .. .. 1.00 1.03 1.03 1.02 17 1.02 17
hours worked constr 3 1 1.00 0.87 0.77 0.92 3 0.91 3 euribor3m 0 0 1.02 1.03 1.02 1.02 18 1.02 18
turn corporate constr 3 0 0.91 0.92 1.00 0.93 4 0.93 4 gfk inc expect 2 0 1.01 1.05 1.06 1.03 19 1.03 19
turnover constr total 3 0 0.93 0.94 0.97 0.94 5 0.94 5 gfk cons climate 3 0 1.01 1.05 1.07 1.03 20 1.03 20
ifo constr current 3 0 0.99 0.93 0.92 0.96 6 0.96 6 term spread 0 0 1.03 1.04 1.04 1.03 21 1.03 21
turn housing constr 3 0 0.96 1.01 0.92 0.97 7 0.97 7 unemployment 3 1 1.06 1.03 0.97 1.04 22 1.04 22
ifo constr mach util 3 0 1.01 1.01 0.87 0.99 8 0.99 9 ord public constr 3 0 1.01 1.04 1.16 1.04 23 1.04 23
employment 3 1 1.02 0.97 0.94 0.99 9 0.99 8 gfk econ sentiment 2 0 1.02 1.07 1.08 1.05 24 1.05 24
ifo constr expect 2 0 0.98 1.02 1.03 1.00 11 1.00 11 pmi comp output 0 0 1.05 1.06 1.06 1.05 25 1.05 25
orders constr 3 0 1.00 1.00 1.02 1.00 12 1.00 12 i10year 0 0 1.05 1.07 1.09 1.06 26 1.06 27
eu cons conf 3 0 1.00 1.02 1.02 1.01 13 1.01 14 gfk prop to purch 3 0 1.04 1.08 1.1 1.06 27 1.06 26
ord corp constr 3 0 1.00 1.02 1.02 1.01 14 1.01 15 rec. sample mean .. .. 1.00 1.00 1.00 1.00 10 1.00 10
zew constr expect 2 0 0.99 1.04 1.05 1.01 15 1.01 13 memo: absolute RMSFE .. .. 2.80 2.81 2.81 2.80 .. 2.91 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 12: Evaluation results of single indicator forecasts for GVA trade

GVA trade forecasts Memo: ex GVA trade forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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re sales incl. cars 3 0 1.01 0.96 0.83 0.96 1 0.96 5 ifo wh expect 2 0 0.99 1.01 1.03 1.00 19 1.02 25
real re sales incl. cars 3 0 1.01 0.97 0.83 0.97 2 0.96 4 employment 3 0 1.01 1.01 1.00 1.00 20 1.00 14
retail sales cars 3 0 1.01 0.95 0.90 0.97 3 0.93 1 zew current 3 0 1.00 1.01 1.03 1.01 21 1.02 24
real re sales cars 3 0 1.01 0.95 0.90 0.97 4 0.93 2 light oil sales 3 0 1.00 1.01 1.01 1.01 22 1.00 15
new car reg 3 1 1.01 0.94 0.95 0.98 5 0.95 3 pmi serv activity 0 0 1.01 1.01 1.01 1.01 23 1.01 17
ifo cons goods exp 2 0 0.98 0.98 0.99 0.98 6 1.02 21 gfk econ sentiment 2 0 0.99 1.02 1.05 1.01 24 1.02 23
real retail sales 3 0 1.01 0.98 0.94 0.99 7 0.98 7 gfk cons climate 3 0 1.00 1.02 1.04 1.02 25 1.01 19
retail sales 3 0 1.01 0.99 0.92 0.99 8 0.99 8 vat dom 3 0 1.04 1.00 0.98 1.02 26 1.03 26
ifo re expect 2 0 0.99 0.99 0.99 0.99 9 0.99 10 gfk inc expect 2 0 1.00 1.03 1.08 1.02 27 1.03 28
ifo wh current 3 0 1.00 0.99 0.98 0.99 10 1.00 11 unemployment 3 0 1.02 1.04 1.04 1.03 28 1.03 29
zew serv ex fin exp 2 0 1.00 0.99 0.98 0.99 11 1.02 22 AR .. .. 1.02 1.03 1.05 1.03 29 1.03 27
wholesale sales 3 0 1.01 1.01 0.92 1.00 12 1.00 16 empl stss trade 3 0 1.03 1.02 1.05 1.03 30 1.04 30
ifo cons goods cur 3 0 0.99 1.01 1.01 1.00 13 1.01 18 gasoline sales 3 0 1.05 1.06 1.02 1.05 31 1.04 31
real wh sales 3 0 1.01 1.02 0.92 1.00 14 1.00 13 ifo empl barometer 2 0 1.11 1.12 1.12 1.11 32 1.12 32
eu cons conf 3 0 1.00 1.00 1.00 1.00 16 1.01 20 rec. sample mean .. .. 1.00 1.00 1.00 1.00 15 1.00 12
gfk prop to purch 3 0 1.01 1.00 0.98 1.00 17 0.97 6 memo: absolute RMSFE .. .. 2.08 2.08 2.08 2.08 .. 2.01 ..
ifo re current 3 0 1.00 1.00 1.00 1.00 18 0.99 9
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 13: Evaluation results of single indicator forecasts for GVA transportation

GVA transportation forecasts Memo: ex GVA transportation forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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ifo man export exp 2 0 0.93 0.91 0.92 0.93 1 0.99 3 gfk econ sentiment 2 0 1.02 0.99 0.98 1.01 22 1.03 27
zew serv ex fin exp 2 0 0.94 0.93 0.95 0.94 2 1.04 30 ifo empl barometer 2 0 0.98 1.02 1.05 1.01 23 1.10 32
ifo cons goods exp 2 0 0.98 0.94 0.92 0.95 3 1.01 17 gfk cons climate 3 0 1.02 1.02 1.01 1.02 24 1.01 18
ifo export climate 2 0 0.97 0.95 0.95 0.96 4 1.00 8 gfk prop to purch 3 0 1.01 1.02 1.03 1.02 25 1.01 19
ifo man current 3 0 0.96 0.95 0.96 0.96 5 1.02 24 hours worked ind&min 3 0 1.02 1.02 1.02 1.02 26 1.00 5
zew man expect 2 0 0.98 0.94 0.94 0.96 6 1.00 14 unemployment 3 0 1.04 1.01 0.99 1.02 27 1.02 23
ifo man expect 2 0 0.96 0.96 0.97 0.96 7 1.02 21 gfk inc expect 2 0 1.02 1.02 1.03 1.02 28 1.03 26
ifo man orders 3 0 0.97 0.96 0.97 0.96 8 1.00 13 AR .. .. 1.02 1.07 1.08 1.05 29 1.00 7
ifo int goods cur 3 0 0.97 0.96 0.96 0.97 9 0.99 4 pmi serv activity 0 0 1.06 1.03 1.06 1.05 30 1.14 35
outp prod sect ex constr 3 0 0.97 0.94 1.00 0.97 10 1.01 15 empl stss transp 3 0 1.01 1.09 1.11 1.06 31 1.08 31
ifo man prod plans 2 0 0.97 0.97 0.97 0.97 11 1.03 25 pmi comp output 0 0 1.03 1.07 1.15 1.07 32 1.13 34
ind prod 3 0 0.97 0.95 1.00 0.97 12 1.01 16 ifo serv current 3 0 1.15 1.01 1.00 1.08 33 1.15 36
zew current 3 0 0.98 0.97 0.96 0.97 13 1.00 6 ifo serv expect 2 0 1.16 1.01 1.00 1.09 34 1.20 37
ifo man stocks 3 0 0.96 0.97 1.00 0.97 14 1.02 22 pmi man output 0 0 1.07 1.13 1.13 1.10 35 1.11 33
eu cons conf 3 0 1.00 0.96 0.95 0.98 15 0.98 2 real turn industry 3 1 1.07 1.12 1.28 1.12 36 0.97 1
ind orders 3 0 0.97 0.99 1.02 0.99 16 1.04 28 turnover industry 3 0 1.02 1.20 1.50 1.16 37 1.00 12
ifo int goods exp 2 0 0.98 0.99 1.01 0.99 17 1.04 29 toll domestic 3 0 1.62 1.25 1.18 1.42 38 1.57 38
ifo cons goods cur 3 0 0.98 1.01 1.00 0.99 18 1.01 20 rec. sample mean .. .. 1.00 1.00 1.00 1.00 20 1.00 10
toll total 3 0 0.99 1.00 1.04 1.00 19 1.00 9 memo: absolute RMSFE .. .. 1.49 1.48 1.48 1.48 .. 1.28 ..
employment 3 0 1.01 1.00 1.00 1.00 21 1.00 11
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 14: Evaluation results of single indicator forecasts for GVA accomod. & food
services

GVA accomod. & food services forecasts Memo: ex GVA accomod. & food services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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real sales A&F services 3 1 0.97 0.96 0.78 0.93 1 0.97 3 unemployment 3 0 1.00 1.00 1.00 1.00 12 1.00 9
pmi serv activity 0 0 0.96 0.94 0.93 0.95 2 0.95 2 gfk cons climate 3 0 1.00 1.00 1.00 1.00 14 1.00 10
gfk econ sentiment 2 0 0.96 0.95 0.94 0.95 3 0.95 1 zew serv ex fin exp 2 0 1.02 1.00 1.00 1.01 15 1.04 17
sales A&F services 3 0 0.98 0.95 0.88 0.95 4 0.97 5 AR .. .. 1.00 1.01 1.03 1.01 16 1.01 12
ifo cons goods exp 2 0 0.97 0.94 0.94 0.96 5 0.98 6 ifo serv current 3 0 1.04 1.03 1.04 1.04 17 1.02 13
employment 3 1 0.97 0.97 0.98 0.97 6 0.97 4 gfk prop to purch 3 0 1.00 1.11 1.18 1.07 18 1.08 18
ifo empl barometer 2 0 1.02 0.96 0.95 0.99 7 1.04 16 ifo serv expect 2 0 1.11 1.09 1.11 1.10 19 1.11 19
eu cons conf 3 0 1.01 0.98 0.96 0.99 8 1.02 15 empl stss A&F services 3 0 1.14 1.14 1.15 1.14 20 1.19 20
zew current 3 0 1.01 0.98 0.97 0.99 9 1.02 14 rec. sample mean .. .. 1.00 1.00 1.00 1.00 13 1.00 8
gfk inc expect 2 0 1.01 0.99 0.95 1.00 10 1.00 7 memo: absolute RMSFE .. .. 2.24 2.24 2.23 2.24 .. 1.99 ..
ifo cons goods cur 3 0 1.00 1.00 1.00 1.00 11 1.01 11
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 15: Evaluation results of single indicator forecasts for GVA Information & Com-
munication

GVA Information & Communic. forecasts Memo: ex GVA Information & Communic. forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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R
a
n

k
s

a
v
.

to
ta

l

R
a
n

k
s

a
v
.

to
ta

l

av. total av. total

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n

k
s

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n

k
s

gfk econ sentiment 2 0 1.00 0.98 0.98 0.99 1 1.00 1 empl stss I&C 3 0 1.04 1.01 1.02 1.03 9 1.04 8
unemployment 3 1 1.02 0.98 0.98 1.00 2 1.00 4 ifo serv current 3 0 1.04 1.04 1.07 1.04 10 1.05 10
AR .. .. 1.00 1.00 1.00 1.00 4 1.00 3 ifo empl barometer 2 0 1.11 1.04 1.05 1.08 11 1.11 11
zew current 3 0 1.01 1.00 1.00 1.00 5 1.01 6 ifo serv expect 2 0 1.27 1.19 1.22 1.24 12 1.14 12
employment 3 1 1.02 0.98 0.99 1.01 6 1.00 5 rec. sample mean .. .. 1.00 1.00 1.00 1.00 3 1.00 2
pmi serv activity 0 0 1.05 0.95 0.97 1.01 7 1.02 7 memo: absolute RMSFE .. .. 2.24 2.24 2.24 2.24 .. 2.05 ..
zew serv ex fin exp 2 0 1.01 1.00 1.02 1.01 8 1.04 9
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 16: Evaluation results of single indicator forecasts for GVA financial & insurance
services

GVA financial & insurance services forecasts Memo: ex GVA financial & insurance services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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gfk econ sentiment 2 0 1.00 1.21 1.35 1.13 2 1.14 3 ifo serv current 3 0 1.11 1.19 1.29 1.17 14 1.16 12
zew fin serv expect 2 0 0.99 1.23 1.36 1.13 3 1.14 4 i10year 0 0 1.06 1.25 1.39 1.18 15 1.19 16
m1 3 0 1.00 1.22 1.35 1.13 4 1.14 5 unemployment 3 0 1.03 1.27 1.42 1.18 16 1.19 15
m2 3 0 1.00 1.24 1.38 1.14 5 1.15 6 pmi serv activity 0 0 1.04 1.29 1.43 1.19 17 1.22 17
dax 3 0 1.01 1.23 1.38 1.15 6 1.15 7 cdax 3 1 1.12 1.31 1.39 1.23 18 1.23 18
AR .. .. 1.01 1.24 1.38 1.15 7 1.15 9 exch USD EUR 3 0 1.12 1.31 1.41 1.23 19 1.25 19
empl stss finance 3 1 1.23 1.08 1.03 1.15 8 1.15 8 term spread 0 0 1.11 1.35 1.47 1.25 20 1.26 20
employment 3 0 1.01 1.24 1.39 1.15 9 1.16 11 euribor3m 0 0 1.15 1.33 1.47 1.26 21 1.28 21
zew current 3 0 1.02 1.23 1.37 1.15 10 1.16 10 ifo empl barometer 2 0 1.91 1.86 1.73 1.86 22 1.91 22
ifo serv expect 2 0 1.03 1.25 1.30 1.15 11 1.12 2 rec. sample mean .. .. 1.00 1.00 1.00 1.00 1 1.00 1
m3 3 0 1.01 1.25 1.40 1.15 12 1.16 13 memo: absolute RMSFE .. .. 2.84 2.85 2.86 2.85 .. 2.88 ..
rex 3 0 1.02 1.25 1.38 1.16 13 1.17 14
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 17: Evaluation results of single indicator forecasts for GVA real estate activities

GVA real estate activities forecasts Memo: ex GVA real estate activities forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2
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2006 Q2-2016 Q1

RMSFE rel. to
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average across
forecast horizons (4):
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ord housing constr 3 1 0.92 0.93 0.94 0.92 1 0.91 3 ifo constr expect 2 0 1.00 1.00 1.00 1.00 16 1.00 16
employment 3 1 0.91 0.93 0.94 0.93 2 0.91 2 ifo serv expect 2 0 0.98 1.01 1.05 1.00 17 0.94 9
pmi serv activity 0 0 0.94 0.93 0.93 0.93 3 0.92 4 ifo constr mach util 3 0 1.01 0.99 1.02 1.00 18 1.00 19
hours worked constr 3 1 0.93 0.93 0.94 0.93 4 0.92 5 i10year 0 0 1.00 1.01 1.02 1.01 19 0.99 15
unemployment 3 1 0.93 0.94 0.94 0.94 5 0.91 1 ifo constr current 3 0 1.01 1.00 1.03 1.01 20 1.01 23
term spread 0 0 0.95 0.94 0.94 0.94 6 0.94 10 gfk econ sentiment 2 0 1.01 1.01 1.02 1.01 21 1.01 20
euribor3m 0 0 0.94 0.94 0.96 0.94 7 0.93 8 gfk cons climate 3 0 1.01 1.01 1.01 1.01 22 1.01 21
zew serv ex fin exp 2 0 0.94 0.97 0.97 0.95 8 0.93 7 zew current 3 0 1.02 1.01 1.01 1.01 23 1.01 22
ifo serv current 3 0 0.93 0.97 0.97 0.95 9 0.93 6 gfk prop to purch 3 0 1.01 1.02 1.02 1.02 24 1.02 24
prod in constr 3 1 0.96 0.95 0.94 0.96 10 0.95 11 turn housing constr 3 0 1.03 1.05 1.05 1.04 25 1.05 26
ifo empl barometer 2 0 0.97 0.97 0.97 0.97 11 0.95 12 eu cons conf 3 0 1.05 1.05 1.05 1.05 26 1.05 25
gfk inc expect 2 0 0.98 0.97 0.97 0.97 12 0.97 13 rec. sample mean .. .. 1.00 1.00 1.00 1.00 14 1.00 18
zew constr expect 2 0 0.99 1.01 1.01 1.00 13 0.98 14 memo: absolute RMSFE .. .. 1.10 1.10 1.10 1.10 .. 1.09 ..
AR .. .. 1.01 1.00 1.00 1.00 15 1 17
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 18: Evaluation results of single indicator forecasts for GVA business services

GVA business services forecasts Memo: ex GVA business services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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pmi man output 0 0 0.87 0.83 0.83 0.85 1 0.99 5 employment 3 0 1.00 0.98 0.99 0.99 15 0.98 3
pmi comp output 0 0 0.91 0.87 0.86 0.89 2 1.02 12 zew current 3 0 1.00 0.99 0.99 0.99 16 1.00 8
pmi serv activity 0 0 0.93 0.91 0.90 0.92 3 1.02 13 ifo man orders 3 0 1.00 1.00 0.98 0.99 17 0.98 4
ifo man prod plans 2 0 0.95 0.91 0.90 0.93 4 0.97 2 ifo man current 3 0 1.00 1.00 0.99 1.00 18 0.99 6
turnover industry 3 0 0.96 0.92 0.86 0.93 5 1.02 14 ind orders 3 0 0.99 1.02 1.00 1.00 20 1.09 21
outp prod sect ex constr 3 1 1.00 0.90 0.84 0.94 6 1.05 20 AR .. .. 1.00 1.01 1.02 1.01 21 1.01 11
real turn industry 3 0 0.96 0.94 0.90 0.95 7 1.02 15 ifo serv expect 2 0 1.03 0.98 1.08 1.02 22 1.46 26
ind prod 3 0 0.96 0.94 0.91 0.95 8 1.03 17 ifo man stocks 3 0 1.02 1.04 1.02 1.03 23 1.03 18
ifo man expect 2 0 0.98 0.95 0.94 0.96 9 0.96 1 zew serv ex fin exp 2 0 1.05 1.02 1.02 1.04 24 1.32 25
gfk econ sentiment 2 0 0.99 0.95 0.93 0.96 10 1.03 16 toll total 3 0 1.01 1.08 1.05 1.04 25 1.17 22
ifo empl barometer 2 0 0.97 0.97 0.97 0.97 11 1.22 23 toll domestic 3 0 1.02 1.10 1.08 1.06 26 1.23 24
zew man expect 2 0 0.99 0.96 0.95 0.97 12 1.00 10 ifo serv current 3 0 2.02 1.63 1.33 1.77 27 2.95 27
unemployment 3 0 1.01 0.95 0.94 0.98 13 1.04 19 rec. sample mean .. .. 1.00 1.00 1.00 1.00 19 1.00 9
ifo man export exp 2 0 1.00 0.98 0.95 0.98 14 1.00 7 memo: absolute RMSFE .. .. 1.7 1.69 1.69 1.69 .. 0.82 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 19: Evaluation results of single indicator forecasts for GVA public services, educa-
tion, health

GVA public services, education, health forecasts Memo: ex GVA public services, education, health forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2
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vat imp 3 0 1.00 1.00 1.00 1.00 1 1.00 1 pmi serv activity 0 0 1.02 1.02 1.02 1.02 10 1.02 11
zew current 3 0 1.00 1.00 1.00 1.00 3 1.00 3 zew serv ex fin exp 2 0 1.03 1.05 1.05 1.04 11 1.01 10
vat 3 0 1.00 1.00 1.02 1.00 4 1.00 4 empl stss publ, educ, health 3 0 1.08 1.11 1.15 1.10 12 1.10 13
vat dom 3 0 1.00 1.00 1.02 1.00 5 1.00 5 ifo empl barometer 2 0 1.16 1.19 1.15 1.17 13 1.10 12
gfk econ sentiment 2 0 1 1.01 1.03 1.01 6 1.01 7 ifo serv current 3 0 1.77 1.50 1.53 1.64 14 1.28 14
unemployment 3 0 1.01 1.01 1.01 1.01 7 1.01 6 ifo serv expect 2 0 2.07 1.61 1.77 1.87 15 1.38 15
AR .. .. 1 1.02 1.02 1.01 8 1.01 8 rec. sample mean .. .. 1.00 1.00 1.00 1.00 2 1.00 2
employment 3 0 1 1.03 1.04 1.01 9 1.01 9 memo: absolute RMSFE .. .. 0.52 0.53 0.53 0.53 .. 0.54 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 20: Evaluation results of single indicator forecasts for GVA other services

GVA other services forecasts Memo: ex GVA other services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2
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RMSFE rel. to
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average across
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zew serv ex fin exp 2 0 0.94 0.94 0.95 0.94 1 1.04 6 AR .. .. 1.02 1.04 1.04 1.03 9 1.14 12
pmi serv activity 0 0 0.95 0.94 0.94 0.95 2 1.01 3 ifo serv expect 2 0 1.05 1.00 1.01 1.03 10 1.02 5
zew current 3 0 0.98 0.95 0.94 0.96 3 1.05 7 employment 3 0 1.03 1.04 1.05 1.04 11 1.06 8
gfk econ sentiment 2 0 0.97 0.98 1.00 0.98 4 1.02 4 ifo serv current 3 0 1.26 1.20 1.18 1.23 12 1.09 10
ifo empl barometer 2 0 0.96 1.01 1.02 0.99 5 1.09 11 rec. sample mean .. .. 1.00 1.00 1.00 1.00 7 1.00 2
empl stss other serv 3 0 0.99 0.99 0.99 0.99 6 0.98 1 memo: absolute RMSFE .. .. 0.73 0.73 0.73 0.73 .. 0.60 ..
unemployment 3 0 1.02 0.99 0.97 1.00 8 1.07 9
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 21: Evaluation results of single indicator forecasts for net taxes on products

Net taxes on products forecasts Memo: ex Net taxes on products forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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turn housing constr 3 0 0.96 0.82 0.68 0.87 1 0.87 1 ifo constr expect 2 0 0.98 0.91 0.87 0.94 18 0.94 18
turnover constr total 3 0 0.97 0.83 0.73 0.88 2 0.88 3 gfk prop to purch 3 0 1.00 0.92 0.86 0.95 19 0.94 19
ifo constr mach util 3 0 0.96 0.83 0.73 0.88 3 0.88 2 ord housing constr 3 0 1.01 0.91 0.83 0.95 20 0.95 21
ifo constr current 3 0 0.97 0.85 0.79 0.90 4 0.90 4 vat 3 0 1.02 0.91 0.79 0.95 21 0.96 26
prod in constr 3 0 0.98 0.86 0.79 0.91 5 0.91 5 ifo cons goods exp 2 0 0.98 0.93 0.90 0.95 22 0.95 20
vat dom 3 0 0.99 0.88 0.77 0.92 6 0.92 6 retail sales 3 0 1.01 0.92 0.83 0.95 23 0.96 23
eu cons conf 3 0 0.98 0.88 0.82 0.92 7 0.92 7 real re sales incl. cars 3 0 0.99 0.93 0.86 0.95 24 0.95 22
zew current 3 0 0.98 0.89 0.82 0.92 8 0.92 9 re sales incl. cars 3 0 0.99 0.94 0.88 0.96 25 0.96 24
gfk cons climate 3 0 0.98 0.89 0.83 0.92 9 0.92 8 AR .. .. 1.00 0.93 0.88 0.96 26 0.96 25
ifo re expect 2 0 0.98 0.89 0.82 0.92 10 0.92 11 vat imp 3 0 1.01 0.94 0.91 0.97 27 0.98 29
zew constr expect 2 0 0.98 0.90 0.84 0.93 11 0.92 10 ifo cons goods cur 3 0 1.01 0.96 0.94 0.98 28 0.97 27
unemployment 3 0 0.98 0.90 0.84 0.93 12 0.93 13 pmi comp output 0 0 1.03 0.96 0.89 0.98 29 0.99 30
gfk econ sentiment 2 0 0.98 0.90 0.84 0.93 13 0.93 14 zew serv ex fin exp 2 0 1.00 0.97 0.97 0.99 30 0.97 28
employment 3 0 0.98 0.90 0.84 0.93 14 0.93 16 ifo empl barometer 2 0 1.05 0.99 0.95 1.01 32 1.02 32
gfk inc expect 2 0 0.98 0.90 0.84 0.93 15 0.93 15 rec. sample mean .. .. 1.00 1.00 1.00 1.00 31 1.00 31
real retail sales 3 0 0.99 0.90 0.81 0.93 16 0.93 17 memo: absolute RMSFE .. .. 2.21 2.21 2.22 2.21 .. 2.23 ..
ifo re current 3 0 1.00 0.90 0.81 0.94 17 0.93 12
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Figure 12: RMSFE relative to the benchmark for best (ex post) average forecasts on the
production side
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A.2 Ex-post Evaluation Results of Single Indicator Forecasts on
the Demand Side

Table 22: Evaluation results of single indicator forecasts for private consumption

Private consumption forecasts Memo: ex Private consumption forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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new car reg priv 3 0 0.99 0.89 0.83 0.93 1 0.90 1 dax 3 0 1.03 1.02 0.97 1.01 27 1.01 30
real re sales cars 3 0 0.99 0.92 0.80 0.94 2 0.93 2 nom merch imports 3 0 1.03 1.02 0.97 1.02 28 1.01 29
retail sales cars 3 0 0.99 0.92 0.80 0.94 3 0.94 4 employment 3 0 1.03 1.02 0.98 1.02 29 1.02 32
re sales incl. cars 3 0 0.99 0.96 0.77 0.94 4 0.93 3 cdax 3 0 1.03 1.02 0.98 1.02 30 1.02 33
real re sales incl. cars 3 0 0.98 0.97 0.77 0.94 5 0.94 6 real sales A&F services 3 0 0.98 1.02 1.12 1.02 31 1.00 24
new car reg 3 1 1.03 0.95 0.80 0.96 6 0.95 7 unemployment 3 0 1.03 1.03 1.00 1.02 32 1.02 37
zew current 3 0 1.00 0.95 0.90 0.97 7 0.95 8 bop serv expenditure 3 0 1.03 1.03 0.99 1.02 33 1.02 36
retail sales 3 0 0.98 0.94 0.98 0.97 8 0.94 5 m3 3 0 1.03 1.03 1.01 1.02 34 1.02 38
real retail sales 3 0 0.98 0.96 0.98 0.97 9 0.95 9 gfk inc expect 2 0 1.03 1.03 1.01 1.02 35 1.02 39
gfk prop to purch 3 0 1.03 0.96 0.89 0.98 10 0.98 11 AR .. .. 1.03 1.03 1.00 1.03 36 1.03 40
gfk cons climate 3 0 1.02 0.98 0.93 0.99 11 0.99 14 gfk econ sentiment 2 0 1.02 1.05 1.04 1.03 37 1.03 42
vat dom 3 0 1.00 1.00 0.99 1.00 12 0.99 15 m2 3 0 1.04 1.05 1.01 1.04 38 1.02 35
sales A&F services 3 0 0.99 0.99 1.05 1.00 13 0.98 12 ifo cons goods exp 2 0 1.03 1.06 1.04 1.04 39 0.98 13
ifo re current 3 0 1.02 1.00 0.94 1.00 15 1.00 21 term spread 0 0 1.01 1.07 1.12 1.05 40 1.00 20
vat imp 3 0 1.00 1.00 1.02 1.00 16 1.00 22 ifo bus climate 3 0 1.03 1.10 1.08 1.06 41 1.05 44
gasoline sales 3 0 1.02 1.02 0.92 1.01 17 1.00 18 euribor3m 0 0 1.01 1.11 1.13 1.06 42 1.02 34
brent 3 0 1.02 1.01 0.97 1.01 18 1.00 17 i10year 0 0 1.05 1.09 1.06 1.07 43 1.06 46
rex 3 0 1.02 1.01 0.98 1.01 19 1.00 23 ifo serv current 3 0 1.06 1.08 1.10 1.07 44 1.03 41
pmi serv activity 0 0 1.00 1.02 1.02 1.01 20 0.99 16 eu cons conf 3 0 1.09 1.08 1.02 1.08 45 1.06 47
zew expect 2 0 0.99 1.03 1.02 1.01 21 0.97 10 ifo re expect 2 0 1.06 1.12 1.10 1.08 46 1.07 48
m1 3 0 1.02 1.01 0.98 1.01 22 1.01 25 ifo bus expect 2 0 1.06 1.13 1.12 1.09 47 1.03 43
ifo cons goods cur 3 0 1.03 1.02 0.98 1.01 23 1.01 27 ifo serv expect 2 0 1.17 1.14 1.17 1.16 48 1.05 45
real merch imports 3 0 1.03 1.01 0.97 1.01 24 1.01 26 ifo empl barometer 2 0 1.64 1.31 1.28 1.47 49 1.47 49
light oil sales 3 0 1.03 1.02 0.96 1.01 25 1.01 31 rec. sample mean .. .. 1.00 1.00 1.00 1.00 14 1.00 19
ifo bus current 3 0 1.02 1.02 0.98 1.01 26 1.01 28 memo: absolute RMSFE .. .. 0.60 0.60 0.60 0.60 .. 0.62 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 23: Evaluation results of single indicator forecasts for public consumption

Public consumption forecasts Memo: ex Public consumption forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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ifo bus current 3 0 0.98 0.99 0.99 0.99 1 1.01 5 vat dom 3 0 1.03 1.09 1.19 1.07 12 1.07 12
zew expect 2 0 0.98 1.01 1.01 0.99 2 1.02 7 vat 3 0 1.03 1.10 1.20 1.08 13 1.07 13
zew current 3 0 1.02 1.02 1.02 1.02 4 1.01 4 empl stss publ, educ, health 3 0 1.03 1.10 1.21 1.08 14 1.09 14
employment 3 0 1.00 1.03 1.05 1.02 5 1.02 6 term spread 0 0 1.04 1.15 1.24 1.11 15 1.12 15
unemployment 3 0 1.01 1.03 1.04 1.02 6 1.00 2 pmi comp output 0 0 1.08 1.15 1.21 1.12 16 1.13 17
gfk econ sentiment 2 0 1.01 1.03 1.03 1.02 7 1.00 1 euribor3m 0 0 1.12 1.22 1.31 1.18 17 1.16 18
ifo bus climate 3 0 0.99 1.04 1.07 1.02 8 1.04 10 i10year 0 0 1.13 1.23 1.29 1.19 18 1.17 19
AR .. .. 1.02 1.03 1.03 1.03 9 1.03 9 ifo empl barometer 2 0 1.16 1.22 1.26 1.20 19 1.12 16
ifo bus expect 2 0 1.02 1.04 1.05 1.03 10 1.02 8 rec. sample mean .. .. 1.00 1.00 1.00 1.00 3 1.00 3
vat imp 3 0 1.01 1.06 1.12 1.05 11 1.05 11 memo: absolute RMSFE .. .. 0.56 0.56 0.56 0.56 .. 0.55 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 24: Evaluation results of single indicator forecasts for private investment in ma-
chinery & equipment

Private investment in machinery & equipm. forecasts Memo: ex Private investment in machinery & equipm. forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

R
a
n
k
s

a
v
.

to
ta

l

R
a
n
k
s

a
v
.

to
ta

l

av. total av. total

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n
k
s

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n
k
s

ifo man export exp 2 0 0.87 0.74 0.73 0.80 1 0.88 2 dom turn cgp ex cars real 3 0 0.93 0.88 0.85 0.90 19 0.89 4
real turn industry 3 0 0.89 0.77 0.63 0.81 2 0.94 15 dom ind ord cgp 3 0 0.92 0.90 0.89 0.91 20 0.93 11
turnover industry 3 0 0.92 0.74 0.63 0.81 3 0.95 21 dom turn cgp ex cars 3 0 0.93 0.90 0.89 0.91 21 0.90 5
ifo man expect 2 0 0.81 0.80 0.83 0.81 4 0.87 1 dom turn cgp real 3 0 0.95 0.92 0.84 0.92 22 0.94 20
ifo man prod plans 2 0 0.86 0.78 0.78 0.82 5 0.90 6 dom turnover cgp 3 0 0.94 0.93 0.86 0.92 23 0.94 17
ind prod 3 0 0.91 0.76 0.66 0.82 6 0.96 22 dom ind ord cgp ex cars 3 0 0.94 0.92 0.89 0.92 24 0.97 25
outp prod sect ex constr 3 0 0.92 0.77 0.67 0.83 7 0.96 24 term spread 0 0 0.90 0.96 0.97 0.93 25 0.94 13
prod cg ex cars 3 0 0.91 0.82 0.66 0.84 8 0.93 12 nom imports cg 3 0 0.95 0.93 0.91 0.94 26 0.88 3
ifo export climate 2 0 0.90 0.79 0.79 0.84 9 0.93 10 ifo man stocks 3 0 0.91 0.99 1.00 0.95 27 1.06 32
pmi man output 0 0 0.87 0.82 0.82 0.85 10 0.90 7 gfk econ sentiment 2 0 0.96 0.95 0.94 0.95 28 0.94 16
euribor3m 0 0 0.91 0.78 0.78 0.85 11 0.96 23 new car reg bus 3 0 0.96 0.98 0.97 0.97 29 0.94 18
ifo inv goods exp 2 0 0.85 0.84 0.86 0.85 12 0.92 8 toll total 3 0 1.01 1.01 0.96 1.00 31 1.01 29
ifo inv goods cur 3 0 0.87 0.83 0.85 0.85 13 0.92 9 toll domestic 3 0 1.02 1.02 0.98 1.01 32 1.04 31
zew man expect 2 0 0.88 0.82 0.83 0.85 14 0.94 19 AR .. .. 1.08 1.09 1.08 1.08 33 1.20 34
prod cap goods 3 0 0.93 0.84 0.66 0.85 15 1.00 28 i10year 0 0 1.07 1.09 1.10 1.08 34 1.18 33
ind orders 3 0 0.91 0.84 0.78 0.86 16 0.94 14 rec. sample mean .. .. 1.00 1.00 1.00 1.00 30 1.00 27
ifo man current 3 0 0.89 0.87 0.86 0.88 17 1.01 30 memo: absolute RMSFE .. .. 4.46 4.44 4.44 4.45 .. 2.86 ..
ifo man orders 3 0 0.89 0.87 0.86 0.88 18 0.99 26
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 25: Evaluation results of single indicator forecasts for public investment in machin-
ery & equipment

Public investment in machinery & equipm. forecasts Memo: ex Public investment in machinery & equipm. forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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pmi man output 0 0 0.99 0.94 0.89 0.96 1 0.98 3 gfk econ sentiment 2 0 1.02 0.99 0.95 1.00 19 0.99 23
ifo man orders 3 0 1.00 0.96 0.91 0.98 2 0.97 2 dom turn cgp ex cars 3 0 1.02 0.99 0.95 1.00 20 0.99 19
ifo export climate 2 0 1.00 0.96 0.92 0.98 3 0.97 1 dom turn cgp ex cars real 3 0 1.02 0.99 0.95 1.00 21 0.99 18
zew man expect 2 0 1.00 0.97 0.93 0.98 4 0.98 4 ifo man prod plans 2 0 1.02 0.99 0.94 1.00 22 1.00 26
new car reg bus 3 0 1.00 0.98 0.93 0.98 5 0.98 5 ifo man expect 2 0 1.02 1.00 0.94 1.00 23 1.00 27
i10year 0 0 1.00 0.97 0.94 0.98 6 0.98 7 dom ind ord cgp 3 0 1.02 1.00 0.96 1.00 25 0.99 24
ifo man export exp 2 0 1.01 0.98 0.94 0.99 7 0.98 6 dom turnover cgp 3 0 1.02 1.00 0.96 1.00 26 0.99 16
ifo man current 3 0 1.01 0.98 0.92 0.99 8 0.99 22 dom turn cgp real 3 0 1.02 1.00 0.96 1.00 27 0.99 15
turnover industry 3 0 1.01 0.98 0.93 0.99 9 0.98 9 dom ind ord cgp ex cars 3 0 1.02 1.00 0.96 1.00 28 0.99 20
ind prod 3 0 1.01 0.98 0.94 0.99 10 0.99 12 ifo man stocks 3 0 1.03 1.00 0.94 1.00 29 1.00 29
outp prod sect ex constr 3 0 1.01 0.98 0.94 0.99 11 0.99 13 toll domestic 3 0 1.01 1.01 0.99 1.01 30 1.01 30
prod cap goods 3 0 1.02 0.98 0.94 0.99 12 0.99 17 euribor3m 0 0 1.03 1.01 0.96 1.01 31 1.01 32
real turn industry 3 0 1.02 0.98 0.94 0.99 13 0.99 11 ifo inv goods cur 3 0 1.03 1.02 0.95 1.02 32 1.02 33
prod cg ex cars 3 0 1.02 0.98 0.93 0.99 14 0.99 14 ifo inv goods exp 2 0 1.04 1.02 0.96 1.02 33 1.01 31
term spread 0 0 0.99 1.00 0.98 0.99 15 1.00 25 toll total 3 0 1.03 1.02 0.99 1.02 34 1.02 34
AR .. .. 1.02 0.99 0.93 0.99 16 0.98 10 rec. sample mean .. .. 1.00 1.00 1.00 1.00 24 1.00 28
nom imports cg 3 0 1.02 0.98 0.95 0.99 17 0.98 8 memo: absolute RMSFE .. .. 15.4 15.4 15.4 15.4 .. 15.5 ..
ind orders 3 0 1.02 0.99 0.94 1.00 18 0.99 21
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 26: Evaluation results of single indicator forecasts for private residential investment

Private residential investment forecasts Memo: ex Private residential investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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prod in constr 3 1 0.94 0.79 0.62 0.84 1 0.83 1 euribor3m 0 0 0.99 1.01 1.01 1.00 16 1.00 14
hours worked constr 3 1 0.97 0.83 0.66 0.87 2 0.87 2 m1 3 0 1.00 1.00 1.01 1.00 17 1.00 17
turnover constr total 3 0 0.93 0.85 0.78 0.88 3 0.88 3 eu cons conf 3 0 1.00 1.00 1.01 1.00 18 1.00 18
turn housing constr 3 0 0.96 0.93 0.78 0.92 4 0.92 4 ifo constr expect 2 0 1.00 1.01 1.02 1.01 19 1.01 19
ifo constr current 3 0 0.99 0.91 0.88 0.94 5 0.95 5 vat dom 3 0 1.02 1.00 0.97 1.01 20 1.01 20
employment 3 0 0.99 0.93 0.88 0.95 6 0.95 6 zew current 3 0 1.01 1.01 1.01 1.01 21 1.01 21
ifo constr mach util 3 0 1.01 1.00 0.82 0.98 7 0.98 7 gfk cons climate 3 0 1.01 1.02 1.02 1.02 22 1.02 22
unemployment 3 0 1.01 0.96 0.92 0.98 8 0.98 8 gfk econ sentiment 2 0 1.03 1.03 1.03 1.03 23 1.03 23
orders constr 3 0 1.00 0.96 0.98 0.98 9 0.98 10 gfk inc expect 2 0 1.03 1.04 1.03 1.04 24 1.03 24
zew constr expect 2 0 0.99 0.99 0.99 0.99 10 0.99 12 term spread 0 0 1.04 1.04 1.04 1.04 25 1.04 25
ord housing constr 3 0 1.02 0.99 0.89 0.99 11 0.98 9 AR .. .. 1.06 1.06 1.06 1.06 26 1.05 26
m3 3 0 0.99 1.00 1.01 1.00 12 1.00 13 i10year 0 0 1.07 1.06 1.06 1.07 27 1.07 27
gfk prop to purch 3 0 1.02 0.98 0.97 1.00 13 0.98 11 rec. sample mean .. .. 1.00 1.00 1.00 1.00 14 1.00 15
m2 3 0 1.00 1.00 1.01 1.00 15 1.00 16 memo: absolute RMSFE .. .. 2.96 2.97 2.97 2.97 .. 3.06 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 27: Evaluation results of single indicator forecasts for corporate construction in-
vestment

Corporate construction investment forecasts Memo: ex Corporate construction investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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hours worked constr 3 0 0.96 0.78 0.69 0.85 1 0.84 1 dom turn cgp ex cars 3 0 1.00 0.98 0.98 0.99 22 0.99 24
turnover constr total 3 0 0.96 0.84 0.85 0.90 2 0.89 2 ord corp constr 3 0 1.00 0.99 0.95 0.99 23 0.98 21
turn corporate constr 3 0 0.95 0.86 0.92 0.91 3 0.90 3 dom ind ord cgp 3 0 1.00 0.99 0.98 0.99 24 1.00 30
prod in constr 3 1 1.02 0.87 0.79 0.93 4 0.93 4 prod cap goods 3 0 1.00 0.98 0.98 0.99 25 0.99 25
ifo constr current 3 0 0.99 0.93 0.91 0.96 5 0.96 5 dom turn cgp ex cars real 3 0 1.00 0.98 0.99 0.99 26 0.99 28
ifo man prod plans 2 0 0.98 0.95 0.94 0.96 6 0.97 9 ifo man stocks 3 0 1.00 0.99 0.99 0.99 27 0.99 29
ifo man current 3 0 0.99 0.95 0.93 0.97 7 0.97 11 employment 3 0 1.02 0.98 0.96 1.00 28 0.99 27
turnover industry 3 0 0.99 0.95 0.94 0.97 8 0.96 6 ifo inv goods exp 2 0 1.00 0.99 1.00 1.00 29 0.99 26
ifo man orders 3 0 0.99 0.95 0.93 0.97 9 0.97 12 new car reg bus 3 0 1.00 0.99 1.00 1.00 30 0.99 23
ifo constr expect 2 0 0.99 0.96 0.95 0.97 10 0.97 7 dom turnover cgp 3 0 1.00 0.99 1.00 1.00 32 1.00 31
orders constr 3 0 1.00 0.96 0.92 0.97 11 0.97 13 dom turn cgp real 3 0 1.00 1.00 1.01 1.00 33 1.00 34
ifo inv goods cur 3 0 0.99 0.96 0.95 0.97 12 0.98 14 pmi man output 0 0 1.02 1.01 1.00 1.01 34 1.02 35
real turn industry 3 0 0.99 0.96 0.94 0.97 13 0.97 10 AR .. .. 1.03 1.01 1.01 1.02 35 1.00 32
ifo constr mach util 3 0 1.01 0.99 0.83 0.98 14 0.98 16 nom imports cg 3 0 1.03 1.00 1.02 1.02 36 1.02 36
unemployment 3 0 0.99 0.97 0.95 0.98 15 0.97 8 zew current 3 0 1.01 1.04 1.03 1.02 37 1.03 39
ind prod 3 0 0.99 0.97 0.95 0.98 16 0.98 15 i10year 0 0 1.03 1.04 1.06 1.04 38 1.04 40
prod cg ex cars 3 0 1.00 0.97 0.96 0.98 17 0.98 17 euribor3m 0 0 1.02 1.06 1.11 1.05 39 1.04 41
ifo man export exp 2 0 0.99 0.98 0.98 0.98 18 0.98 18 term spread 0 0 1.04 1.07 1.06 1.05 40 1.02 38
dom ind ord cgp ex cars 3 0 0.99 0.98 0.97 0.98 19 0.98 19 zew constr expect 2 0 1.07 1.07 1.05 1.07 41 1.02 37
ind orders 3 0 0.99 0.98 0.98 0.99 20 0.98 20 rec. sample mean .. .. 1.00 1.00 1.00 1.00 31 1.00 33
outp prod sect ex constr 3 0 0.99 0.98 0.98 0.99 21 0.99 22 memo: absolute RMSFE .. .. 3.39 3.40 3.40 3.39 .. 3.48 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 28: Evaluation results of single indicator forecasts for public construction invest-
ment

Public construction investment forecasts Memo: ex Public construction investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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prod in constr 3 1 0.90 0.70 0.58 0.78 1 0.79 1 zew current 3 0 1.00 0.97 0.93 0.98 11 0.98 12
turnover constr total 3 0 0.93 0.75 0.58 0.81 2 0.82 2 i10year 0 0 1.00 0.97 0.94 0.98 12 0.98 13
turn public constr 3 0 0.92 0.78 0.61 0.82 3 0.83 3 zew constr expect 2 0 1.01 0.98 0.93 0.99 13 0.97 10
ifo constr mach util 3 0 1.00 0.85 0.66 0.89 4 0.90 4 unemployment 3 1 1.04 0.96 0.90 0.99 14 1.00 15
ifo constr current 3 0 1.00 0.88 0.82 0.93 5 0.94 6 term spread 0 0 1.01 0.99 0.98 1.00 16 1.00 14
employment 3 0 0.98 0.91 0.85 0.94 6 0.94 5 euribor3m 0 0 1.01 1.02 1.02 1.02 17 1.01 17
orders constr 3 0 0.99 0.91 0.86 0.94 7 0.94 7 ord public constr 3 0 0.99 1.08 1.08 1.04 18 1.04 18
ifo constr expect 2 0 1.00 0.92 0.88 0.95 8 0.95 8 rec. sample mean .. .. 1.00 1.00 1.00 1.00 15 1.00 16
AR .. .. 0.99 0.95 0.92 0.97 9 0.97 9 memo: absolute RMSFE .. .. 6.34 6.37 6.38 6.36 .. 6.54 ..
ifo bus climate 3 0 0.99 0.96 0.92 0.97 10 0.97 11
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 29: Evaluation results of single indicator forecasts for private other investment

Private other investment forecasts Memo: ex Private other investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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pmi comp output 0 0 0.91 0.93 0.93 0.92 1 0.97 4 ifo bus current 3 0 0.98 0.99 0.98 0.98 13 0.99 13
ifo bus expect 2 0 0.89 0.95 0.98 0.93 2 0.98 7 ifo empl barometer 2 0 1.02 1.00 0.99 1.01 15 1.10 22
gfk econ sentiment 2 0 0.97 0.93 0.93 0.95 3 0.99 9 i10year 0 0 1.02 1.00 0.98 1.01 16 1.00 16
dax 3 1 0.97 0.95 0.93 0.95 4 0.98 5 AR .. .. 1.04 1.00 0.97 1.01 17 1.01 17
zew expect 2 0 0.97 0.95 0.93 0.96 5 0.97 3 term spread 0 0 1.01 1.02 1.02 1.02 18 1.00 14
euribor3m 0 0 1.01 0.91 0.89 0.96 6 0.98 6 m1 3 0 1.02 1.02 1.01 1.02 19 1.02 18
rex 3 0 0.97 0.95 0.94 0.96 7 0.96 2 m2 3 0 1.03 1.02 1.01 1.02 20 1.04 19
nom merch imports 3 0 0.98 0.95 0.94 0.96 8 0.99 11 m3 3 0 1.06 1.06 1.04 1.06 21 1.08 21
zew current 3 0 0.96 0.97 0.96 0.96 9 0.99 12 employment 3 0 1.08 1.05 1.02 1.06 22 1.05 20
real merch imports 3 0 0.98 0.97 0.95 0.97 10 0.99 8 rec. sample mean .. .. 1.00 1.00 1.00 1.00 14 1.00 15
cdax 3 1 0.98 0.97 0.96 0.97 11 0.99 10 memo: absolute RMSFE .. .. 0.98 0.97 0.97 0.97 .. 0.87 ..
ifo bus climate 3 0 0.98 0.98 0.97 0.98 12 0.96 1
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 30: Evaluation results of single indicator forecasts for public other investment

Public other investment forecasts Memo: ex Public other investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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AR .. .. 0.95 0.91 0.87 0.93 1 0.91 1 m3 3 0 1.03 1.03 1.01 1.03 14 1.03 15
cdax 3 0 1.03 1.00 0.96 1.01 3 1.01 3 zew current 3 0 1.04 1.02 0.99 1.03 15 1.03 14
dax 3 0 1.03 1.01 0.98 1.01 4 1.01 4 m1 3 0 1.02 1.04 1.03 1.03 16 1.03 12
ifo bus current 3 0 1.03 1.01 0.98 1.01 5 1.02 5 rex 3 0 1.04 1.05 1.02 1.04 17 1.05 20
ifo bus climate 3 0 1.03 1.01 0.98 1.01 6 1.02 6 term spread 0 0 1.07 1.02 1.00 1.04 18 1.03 16
real merch imports 3 0 1.03 1.01 1.00 1.02 7 1.02 7 gfk econ sentiment 2 0 1.07 1.03 0.99 1.04 19 1.04 17
nom merch imports 3 0 1.03 1.02 1.00 1.02 8 1.02 9 pmi comp output 0 0 1.07 1.03 1.01 1.05 20 1.04 19
zew expect 2 0 1.00 1.04 1.03 1.02 9 1.04 18 euribor3m 0 0 1.08 1.07 1.08 1.08 21 1.07 21
i10year 0 0 1.05 1.00 0.96 1.02 10 1.02 10 ifo empl barometer 2 0 1.10 1.07 1.05 1.08 22 1.07 22
employment 3 0 1.05 1.01 0.97 1.02 11 1.03 11 rec. sample mean .. .. 1.00 1.00 1.00 1.00 2 1.00 2
ifo bus expect 2 0 1.03 1.02 1.01 1.02 12 1.02 8 memo: absolute RMSFE .. .. 4.07 4.08 4.09 4.07 .. 3.90 ..
m2 3 0 1.03 1.03 1.01 1.02 13 1.03 13
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 31: Evaluation results of single indicator forecasts for change in real inventories

Change in real inventories forecasts Memo: ex Change in real inventories forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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ifo int goods cur 3 0 1.00 0.95 0.88 0.96 1 1.04 8 ifo stocks non-dur 3 0 0.99 1.00 0.98 1.00 6 0.99 4
exports-ip ratio 3 0 0.99 0.95 0.94 0.97 2 0.97 1 exp-imp ratio 3 0 1.01 1.02 0.94 1.00 8 1.00 5
AR .. .. 0.98 0.99 1.00 0.99 3 0.98 2 ifo man stocks 3 0 1.05 1.00 0.93 1.01 9 1.06 9
turnover-ip ratio 3 0 1.00 0.99 0.97 0.99 4 0.99 3 no change .. .. 1.00 1.00 1.00 1.00 7 1.00 6
ifo int goods exp 2 0 1.01 0.99 0.95 0.99 5 1.00 7 memo: absolute RMSFE .. .. 4.41 4.41 4.41 4.41 .. 4.14 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (no change).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 32: Evaluation results of single indicator forecasts for exports of goods

Exports of goods forecasts Memo: ex Exports of goods forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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nom merch exports 3 0 0.89 0.58 0.28 0.68 1 0.76 1 cdax 3 0 0.97 0.89 0.86 0.93 19 1.03 22
bop merch exports 3 0 0.89 0.60 0.30 0.70 2 0.76 2 brent 3 0 0.98 0.91 0.89 0.94 20 0.99 15
ifo man export exp 2 0 0.85 0.61 0.56 0.72 3 0.88 6 dax 3 0 0.99 0.91 0.87 0.95 21 1.04 23
ifo man expect 2 0 0.81 0.68 0.68 0.75 4 0.91 9 term spread 0 0 1.00 0.99 0.95 0.99 22 1.03 21
ifo man current 3 0 0.87 0.64 0.60 0.75 5 0.90 8 m1 3 0 1.02 1.02 1.01 1.02 24 0.99 14
ifo man orders 3 0 0.86 0.66 0.63 0.76 6 0.85 5 gfk econ sentiment 2 0 1.04 1.00 0.98 1.02 25 1.08 25
real merch exports 3 0 0.96 0.68 0.30 0.76 7 0.77 3 rex 3 0 1.01 1.03 1.00 1.02 26 1.12 28
real bop merch exp 3 0 0.96 0.68 0.30 0.76 8 0.78 4 unemployment 3 0 1.03 1.01 1.00 1.02 27 1.08 24
ifo man prod plans 2 0 0.85 0.67 0.67 0.76 9 0.94 12 toll total 3 0 1.03 1.03 1.02 1.03 28 1.08 26
zew man expect 2 0 0.89 0.67 0.65 0.78 10 0.95 13 toll domestic 3 0 1.06 1.05 1.05 1.06 29 1.16 29
ifo export climate 2 0 0.90 0.69 0.66 0.79 11 0.92 10 AR .. .. 1.10 1.07 1.01 1.07 30 1.22 31
for ind orders 3 0 0.94 0.72 0.60 0.81 12 1.02 19 i10year 0 0 1.11 1.09 1.05 1.10 31 1.22 32
ifo man stocks 3 0 0.89 0.76 0.74 0.82 13 0.93 11 employment 3 0 1.11 1.11 1.09 1.11 32 1.21 30
pmi man output 0 0 0.91 0.78 0.76 0.84 14 1.03 20 m3 3 0 1.11 1.14 1.12 1.12 33 1.28 34
zew current 3 0 0.91 0.84 0.81 0.87 15 0.88 7 m2 3 0 1.11 1.15 1.16 1.13 34 1.25 33
euribor3m 0 0 0.98 0.85 0.80 0.90 16 1.10 27 exch USD EUR 3 0 1.22 1.27 1.25 1.24 35 1.38 35
hwwi 3 0 0.95 0.86 0.84 0.90 17 0.99 16 rec. sample mean .. .. 1.00 1.00 1.00 1.00 23 1.00 17
ifo empl barometer 2 0 0.99 0.86 0.84 0.92 18 1.02 18 memo: absolute RMSFE .. .. 3.36 3.34 3.33 3.35 .. 2.01 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 33: Evaluation results of single indicator forecasts for exports of services

Exports of services forecasts Memo: ex Exports of services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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benchmark (3),
average across
forecast horizons (4):
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unemployment 3 1 0.98 0.98 0.97 0.98 1 0.99 3 employment 3 1 1.05 1.04 1.01 1.04 11 1.04 10
bop serv income 3 0 0.99 1.01 0.92 0.98 2 0.98 2 ifo bus climate 3 0 1.03 1.06 1.06 1.04 12 1.04 9
ifo export climate 2 0 1.01 0.98 0.95 0.99 3 0.97 1 gfk econ sentiment 2 0 1.07 1.03 1.01 1.05 13 1.04 13
ifo bus current 3 0 0.99 0.99 0.98 0.99 4 1.00 6 zew expect 2 0 1.01 1.19 1.21 1.10 14 1.10 15
AR .. .. 1.00 0.98 0.96 0.99 5 0.99 5 ifo empl barometer 2 0 1.12 1.10 1.10 1.11 15 1.12 16
zew serv ex fin exp 2 0 0.99 1.02 1.03 1.00 7 0.99 4 ifo serv current 3 0 1.14 1.11 1.14 1.13 16 1.06 14
ifo bus expect 2 0 1.01 1.05 1.04 1.03 8 1.01 8 ifo serv expect 2 0 1.22 1.25 1.34 1.25 17 1.13 17
zew current 3 0 1.05 1.03 1.00 1.03 9 1.04 11 rec. sample mean .. .. 1.00 1.00 1.00 1.00 6 1.00 7
pmi serv activity 0 0 1.02 1.05 1.04 1.04 10 1.04 12 memo: absolute RMSFE .. .. 2.14 2.14 2.14 2.14 .. 2.16 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 34: Evaluation results of single indicator forecasts for imports of goods

Imports of goods forecasts Memo: ex Imports of goods forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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nom merch exports 3 0 0.85 0.68 0.64 0.76 1 0.91 6 euribor3m 0 0 0.89 0.83 0.85 0.87 22 1.12 41
ifo man orders 3 0 0.80 0.73 0.69 0.76 2 0.90 5 ind orders 3 0 0.88 0.82 0.93 0.87 23 0.99 16
ifo int goods cur 3 0 0.82 0.72 0.70 0.76 3 0.98 15 eu cons conf 3 0 0.95 0.86 0.86 0.90 24 1.08 39
bop merch imports 3 0 0.89 0.75 0.43 0.77 4 0.88 2 ifo empl barometer 2 0 0.94 0.97 1.01 0.96 25 1.00 17
ifo man current 3 0 0.82 0.73 0.70 0.77 5 1.01 21 hwwi 3 0 0.98 0.98 1.00 0.98 26 1.02 23
ifo man expect 2 0 0.79 0.76 0.78 0.78 6 1.03 29 vat imp 3 0 1.01 0.99 0.88 0.98 27 0.97 13
outp prod sect ex constr 3 1 0.76 0.76 0.91 0.78 7 0.97 12 gfk econ sentiment 2 0 1.01 0.97 0.96 0.99 28 1.07 37
real bop merch imp 3 0 0.92 0.80 0.36 0.79 8 0.86 1 brent 3 0 0.99 0.99 1.01 0.99 29 1.02 25
nom merch imports 3 0 0.90 0.79 0.50 0.80 9 0.89 3 AR .. .. 1.00 1.00 1.01 1.00 31 1.01 20
ifo man export exp 2 0 0.84 0.76 0.76 0.80 10 1.03 28 term spread 0 0 0.97 1.04 1.03 1.00 32 1.02 26
real merch exports 3 0 0.91 0.71 0.67 0.80 11 0.93 8 gfk inc expect 2 0 1.01 1.00 1.00 1.00 33 1.02 24
pmi man output 0 0 0.86 0.77 0.73 0.81 12 0.98 14 employment 3 0 1.02 1.00 1.00 1.01 34 1.04 32
ind prod 3 0 0.85 0.73 0.84 0.81 13 0.96 10 toll total 3 0 1.02 1.01 1.00 1.01 35 1.03 27
real merch imports 3 0 0.91 0.84 0.43 0.81 14 0.90 4 toll domestic 3 0 1.03 1.01 1.01 1.02 36 1.04 33
ifo int goods exp 2 0 0.83 0.80 0.80 0.82 15 1.04 34 unemployment 3 0 1.08 0.98 0.94 1.02 37 1.10 40
turnover industry 3 0 0.85 0.75 0.85 0.82 16 0.94 9 gfk prop to purch 3 0 1.01 1.04 1.05 1.03 38 1.02 22
zew man expect 2 0 0.86 0.78 0.79 0.82 17 1.07 38 gfk cons climate 3 0 1.02 1.04 1.03 1.03 39 1.03 31
ifo man prod plans 2 0 0.83 0.81 0.83 0.82 18 1.06 36 exch USD EUR 3 0 1.05 1.06 1.05 1.05 40 1.01 19
real turn industry 3 0 0.86 0.77 0.87 0.83 19 0.97 11 i10year 0 0 1.06 1.06 1.05 1.06 41 1.03 30
ifo man stocks 3 0 0.83 0.84 0.86 0.84 20 1.05 35 rec. sample mean .. .. 1.00 1.00 1.00 1.00 30 1.00 18
zew current 3 0 0.88 0.80 0.78 0.84 21 0.92 7 memo: absolute RMSFE .. .. 2.64 2.63 2.62 2.63 .. 1.95 ..
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 35: Evaluation results of single indicator forecasts for imports of services

Imports of services forecasts Memo: ex Imports of services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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bop serv expenditure 3 0 1.01 1.00 0.74 0.96 1 0.98 1 eu cons conf 3 0 1.00 1.03 1.07 1.02 12 1.03 16
ifo bus current 3 0 0.99 0.95 0.95 0.97 2 1.01 6 gfk econ sentiment 2 0 1.01 1.04 1.06 1.02 13 1.03 17
ifo bus expect 2 0 1.00 0.97 0.96 0.98 3 1.02 13 gfk prop to purch 3 0 1.01 1.04 1.08 1.03 14 1.01 7
zew current 3 0 0.99 0.99 0.99 0.99 4 1.01 8 unemployment 3 0 1.01 1.04 1.06 1.03 15 1.03 15
brent 3 0 1.01 0.99 1.03 1.01 6 1.00 4 employment 3 0 1.01 1.04 1.07 1.03 16 1.02 10
zew expect 2 0 1.01 1.02 1.01 1.01 7 1.03 14 ifo bus climate 3 0 1.02 1.04 1.05 1.03 17 1.05 18
ifo empl barometer 2 0 0.99 1.02 1.06 1.01 8 1.02 11 exch USD EUR 3 0 1.03 1.06 1.08 1.04 18 1.02 9
AR .. .. 1.01 1.02 1.03 1.01 9 1.00 2 rec. sample mean .. .. 1.00 1.00 1.00 1.00 5 1.00 3
gfk cons climate 3 0 1.00 1.02 1.05 1.01 10 1.00 5 memo: absolute RMSFE .. .. 2.58 2.58 2.58 2.58 .. 2.38 ..
gfk inc expect 2 0 1.01 1.03 1.07 1.02 11 1.02 12
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Figure 13: RMSFE relative to the benchmark for best (ex post) average forecasts on the
demand side
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A.3 Additional Results

Figure 14: RMSFE (evaluation sample excluding crisis) relative to recursive in-sample
mean for preferred real-time specification schemes on the production side
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Figure 15: RMSFE (evaluation sample excluding crisis) relative to recursive in-sample
mean for preferred real-time specification schemes on the demand side
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Figure 16: Errors of the production side and the demand side GDP forecasts for different
forecast horizons (in pp)
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Table 36: Evaluation results of single indicator forecasts for direct GDP forecasts

Direct GDP forecasts Memo: ex Direct GDP forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
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RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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ind prod 3 0 0.90 0.59 0.35 0.70 1 0.78 2 toll domestic 3 0 0.99 0.98 0.94 0.98 68 0.93 43
turnover industry 3 0 0.90 0.58 0.35 0.70 2 0.77 1 turn corporate constr 3 0 1.00 0.96 0.95 0.98 69 0.99 66
real turn industry 3 0 0.90 0.59 0.39 0.71 3 0.79 3 ifo constr expect 2 0 1.00 0.96 0.97 0.98 70 0.99 70
outp prod sect ex constr 3 1 0.93 0.60 0.39 0.73 4 0.84 16 turn housing constr 3 0 1.01 0.98 0.93 0.99 71 0.98 62
ind orders 3 0 0.90 0.66 0.58 0.77 5 0.85 17 ifo cons goods cur 3 0 0.99 0.98 0.98 0.99 72 1.01 89
pmi man output 0 0 0.87 0.68 0.66 0.77 6 0.83 11 zew fin serv expect 2 0 1.00 0.98 0.98 0.99 73 1.16 122
ifo bus expect 2 0 0.83 0.73 0.73 0.78 7 0.83 10 unemployment 3 0 1.03 0.97 0.95 0.99 74 1.01 87
ifo man expect 2 0 0.83 0.73 0.71 0.78 8 0.81 5 real turn energy 3 0 1.01 1.00 0.98 1.00 75 0.99 68
ifo man current 3 0 0.87 0.72 0.68 0.79 9 0.84 15 ifo constr current 3 0 1.00 1.00 1.01 1.00 77 0.96 53
prod cap goods 3 0 0.91 0.75 0.48 0.79 10 0.85 20 bop serv income 3 0 1.00 1.00 1.00 1.00 78 0.99 65
ifo export climate 2 0 0.88 0.70 0.69 0.79 11 0.81 4 AR .. .. 1.01 1.00 0.98 1.00 79 1.00 75
ifo man prod plans 2 0 0.86 0.73 0.70 0.79 12 0.84 13 nom imports cg 3 0 1.00 1.01 1.01 1.00 80 0.97 56
ifo inv goods cur 3 0 0.88 0.71 0.68 0.79 13 0.87 23 vat imp 3 0 1.01 1.01 0.97 1.00 81 0.98 61
pmi comp output 0 0 0.86 0.75 0.72 0.80 14 0.85 21 exp-imp ratio 3 0 1.06 0.97 0.91 1.00 82 1.08 113
ifo bus current 3 0 0.87 0.74 0.71 0.80 15 0.82 6 orders constr 3 0 1.01 1.01 1.00 1.01 83 1.00 73
ifo man orders 3 0 0.87 0.74 0.71 0.80 16 0.83 9 retail sales 3 0 1.02 1.02 0.93 1.01 84 1.01 82
prod cg ex cars 3 0 0.92 0.76 0.53 0.80 17 0.84 14 ord housing constr 3 0 1.01 1.02 0.99 1.01 85 1.00 77
ifo int goods cur 3 0 0.91 0.73 0.68 0.81 18 0.87 24 m1 3 0 1.00 1.01 1.03 1.01 86 0.96 54
ifo man export exp 2 0 0.90 0.75 0.71 0.82 19 0.85 19 cdax 3 1 1.06 0.98 0.93 1.01 87 1.13 119
ifo int goods exp 2 0 0.86 0.79 0.78 0.82 20 0.85 22 real retail sales 3 0 1.04 1.01 0.92 1.01 88 1.05 105
nom merch exports 3 0 0.93 0.76 0.66 0.83 21 0.82 7 real wh sales 3 0 1.02 1.03 0.96 1.01 89 1.00 72
ifo inv goods exp 2 0 0.89 0.78 0.76 0.83 22 0.87 27 ord corp constr 3 0 1.01 1.02 1.00 1.01 90 1.01 80
for ind orders 3 0 0.91 0.78 0.74 0.84 23 0.87 26 employment 3 0 1.02 1.01 1.02 1.01 91 0.98 60
zew man expect 2 0 0.90 0.78 0.77 0.84 24 0.93 42 gfk inc expect 2 0 1.01 1.01 1.03 1.02 92 1.01 90
dom turn cgp ex cars real 3 0 0.94 0.80 0.64 0.84 25 0.88 28 i10year 0 0 1.02 1.01 1.03 1.02 93 1.08 112
bop merch exports 3 0 0.94 0.79 0.69 0.85 26 0.85 18 vat 3 0 1.02 1.01 1.01 1.02 94 0.99 64
dom turn cgp ex cars 3 0 0.94 0.81 0.66 0.85 27 0.88 30 gasoline sales 3 0 1.01 1.02 1.03 1.02 95 0.99 71
real merch exports 3 0 0.97 0.78 0.64 0.85 28 0.83 8 turnover-ip ratio 3 0 1.01 1.02 1.04 1.02 96 1.01 83
dom ind ord cgp 3 0 0.92 0.81 0.78 0.86 29 0.90 32 exports-ip ratio 3 0 1.01 1.03 1.04 1.02 97 1.02 91
real bop merch exp 3 0 0.97 0.80 0.67 0.86 30 0.84 12 ifo stocks non-dur 3 0 1.01 1.03 1.03 1.02 98 1.00 78
dom ind ord cgp ex cars 3 0 0.93 0.83 0.73 0.86 31 0.93 45 gfk cons climate 3 0 1.01 1.03 1.04 1.02 99 1.02 93
ifo cons goods exp 2 0 0.96 0.79 0.76 0.87 32 1.01 81 empl stss publ, educ, health 3 0 1.02 1.03 1.01 1.02 100 1.07 111
dom turn cgp real 3 0 0.95 0.84 0.71 0.87 33 0.92 36 turnover mining 3 0 1.00 1.04 1.06 1.02 101 1.03 97
euribor3m 0 0 0.97 0.80 0.74 0.87 34 0.98 58 prod mining 3 0 1.01 1.02 1.08 1.03 102 1.00 76
dom turnover cgp 3 0 0.95 0.85 0.71 0.88 35 0.92 39 ord public constr 3 0 1.01 1.03 1.07 1.03 103 1.02 92
ifo man stocks 3 0 0.92 0.86 0.83 0.89 36 0.92 37 ifo constr mach util 3 0 1.02 1.04 1.01 1.03 104 1.04 102
ifo bus climate 3 0 0.94 0.86 0.84 0.90 37 0.90 34 real turn mining 3 0 1.01 1.03 1.06 1.03 105 1.01 85
ifo empl barometer 2 0 0.97 0.84 0.82 0.90 38 1.03 98 new car reg 3 0 1.01 1.03 1.10 1.03 106 1.01 79
zew current 3 0 0.94 0.89 0.87 0.91 39 0.93 44 ifo re current 3 0 1.01 1.04 1.06 1.03 107 0.99 69
nom merch imports 3 0 0.96 0.89 0.82 0.91 40 0.87 25 re sales incl. cars 3 0 1.05 1.02 0.99 1.03 108 1.06 110
zew constr expect 2 0 0.93 0.90 0.90 0.92 41 0.95 50 empl stss agric 3 0 1.02 1.04 1.07 1.03 109 1.10 115
bop merch imports 3 0 0.96 0.90 0.85 0.92 42 0.88 29 gfk prop to purch 3 0 1.02 1.05 1.06 1.03 110 1.02 94
zew expect 2 0 0.92 0.94 0.94 0.93 43 1.05 108 light oil sales 3 0 1.02 1.04 1.06 1.03 111 1.02 96
vda car prod 3 0 0.96 0.91 0.90 0.93 44 0.92 35 m3 3 0 1.01 1.05 1.08 1.04 112 1.03 99
hours worked ind&min 3 0 0.95 0.93 0.90 0.94 45 0.88 31 hwwi 3 0 1.01 1.06 1.09 1.04 113 1.05 106
real merch imports 3 0 0.97 0.93 0.88 0.94 46 0.90 33 m2 3 0 1.02 1.05 1.07 1.04 114 1.05 107
ifo wh expect 2 0 1.00 0.89 0.87 0.94 47 1.03 100 real re sales incl. cars 3 0 1.06 1.03 1 1.04 115 1.08 114
dax 3 0 0.96 0.92 0.92 0.94 48 0.98 57 energy prod 3 0 1.03 1.06 1.08 1.05 116 1.04 101
gfk econ sentiment 2 0 0.98 0.91 0.89 0.94 49 0.95 49 empl stss other serv 3 0 1.04 1.05 1.08 1.05 117 1.15 121
eu cons conf 3 0 1.01 0.89 0.85 0.94 50 0.99 63 brent 3 0 1.03 1.08 1.08 1.05 118 1.06 109
ifo re expect 2 0 0.98 0.91 0.91 0.94 51 1.02 95 retail sales cars 3 0 1.04 1.06 1.12 1.06 119 1.05 103
ifo wh current 3 0 0.98 0.92 0.90 0.95 52 0.94 46 real re sales cars 3 0 1.04 1.06 1.12 1.06 120 1.05 104
pmi serv activity 0 0 0.97 0.92 0.93 0.95 53 1.01 84 empl stss trade, transp, A&F serv 3 0 1.03 1.09 1.11 1.06 121 1.18 123
turnover energy 3 0 0.97 0.95 0.90 0.95 54 0.93 41 new car reg bus 3 0 1.07 1.06 1.05 1.07 122 1.11 117
wholesale sales 3 0 1.00 0.97 0.78 0.96 55 0.95 51 empl stss trade 3 0 1.05 1.1 1.1 1.07 123 1.21 125
rex 3 0 0.96 0.96 0.96 0.96 56 1.01 88 term spread 0 0 1.08 1.08 1.06 1.08 124 1.13 120
hours worked constr 3 0 1.00 0.94 0.90 0.96 57 0.94 47 empl stss transp 3 0 1.04 1.13 1.08 1.08 125 1.22 127
bop serv expenditure 3 0 0.98 0.96 0.93 0.97 58 0.96 52 vat dom 3 0 1.07 1.09 1.13 1.08 126 1.11 116
prod in constr 3 0 1.00 0.95 0.90 0.97 59 0.94 48 empl stss finance 3 0 1.11 1.1 1.12 1.11 127 1.31 128
sales A&F services 3 0 0.99 0.96 0.92 0.97 60 0.99 67 new car reg priv 3 0 1.05 1.13 1.23 1.11 128 1.13 118
real bop merch imp 3 0 0.98 0.96 0.96 0.97 61 0.92 38 empl stss A&F services 3 0 1.12 1.12 1.1 1.12 129 1.32 129
ifo serv expect 2 0 1.09 0.85 0.87 0.97 62 1.21 126 empl stss I&C 3 0 1.18 1.13 1.11 1.15 130 1.42 130
turnover constr total 3 0 1.00 0.96 0.92 0.97 63 0.97 55 exch USD EUR 3 0 1.23 1.15 1.09 1.18 131 1.43 131
zew serv ex fin exp 2 0 1.01 0.94 0.93 0.97 64 1.20 124 ifo serv current 3 0 1.37 1.18 1.14 1.27 132 1.66 132
real sales A&F services 3 0 1.01 0.97 0.91 0.98 65 1.01 86 rec. sample mean .. .. 1.00 1.00 1.00 1.00 76 1.00 74
turn public constr 3 0 1.00 0.96 0.94 0.98 66 0.98 59 memo: absolute RMSFE .. .. 1.03 1.03 1.02 1.03 .. 0.61 ..
toll total 3 0 0.99 0.98 0.94 0.98 67 0.93 40
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 37: Evaluation results of single indicator forecasts for GVA production sector excl.
construction

GVA production sector excl. construction Memo: ex GVA production sector excl. construction forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
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ind prod 3 0 0.90 0.65 0.51 0.75 1 0.82 3 dax 3 0 0.98 0.94 0.90 0.95 26 0.99 26
outp prod sect ex constr 3 1 0.91 0.68 0.49 0.76 2 0.82 4 zew current 3 0 0.96 0.95 0.95 0.96 27 0.96 24
ifo man orders 3 0 0.85 0.69 0.65 0.76 3 0.80 1 real turn energy 3 0 1.02 0.92 0.87 0.96 28 0.98 25
turnover industry 3 0 0.91 0.67 0.56 0.77 4 0.84 8 vda car prod 3 1 1.04 0.93 0.83 0.97 29 1.04 34
ifo man export exp 2 0 0.88 0.68 0.63 0.77 5 0.84 6 brent 3 0 1.00 0.96 0.91 0.97 30 1.02 30
ifo int goods cur 3 0 0.88 0.68 0.65 0.78 6 0.83 5 pmi comp output 0 0 1.02 0.96 0.89 0.98 31 1.09 42
real turn industry 3 0 0.92 0.70 0.57 0.79 7 0.85 11 euribor3m 0 0 1.01 0.97 0.94 0.99 32 1.10 43
ifo bus current 3 0 0.87 0.72 0.68 0.79 8 0.82 2 gfk econ sentiment 2 0 1.03 0.99 0.96 1.00 34 1.07 38
ind orders 3 1 0.92 0.70 0.58 0.79 9 0.84 7 cdax 3 1 1.02 0.99 1.00 1.01 35 1.00 27
ifo man current 3 0 0.87 0.72 0.68 0.79 10 0.86 12 rex 3 0 1.02 1.02 0.99 1.02 36 1.04 35
ifo man expect 2 0 0.85 0.75 0.75 0.80 11 0.89 16 real turn mining 3 0 1.03 1.03 0.97 1.02 37 1.03 31
ifo man prod plans 2 0 0.87 0.73 0.71 0.80 12 0.86 14 energy prod 3 0 1.06 1.02 0.95 1.03 38 1.04 32
for ind orders 3 0 0.91 0.74 0.64 0.81 13 0.86 13 i10year 0 0 1.05 1.02 0.98 1.03 39 1.04 33
ifo bus expect 2 0 0.87 0.77 0.75 0.82 14 0.91 18 toll total 3 0 1.00 1.06 1.06 1.03 40 1.07 39
ifo int goods exp 2 0 0.87 0.77 0.76 0.82 15 0.90 17 prod mining 3 0 1.05 1.03 0.99 1.04 41 1.06 37
ifo bus climate 3 0 0.86 0.78 0.77 0.82 16 0.85 9 AR .. .. 1.07 1.04 0.99 1.04 42 1.08 40
ifo export climate 2 0 0.91 0.73 0.72 0.82 17 0.89 15 employment 3 0 1.07 1.06 1.02 1.06 43 1.08 41
ifo man stocks 3 0 0.89 0.82 0.78 0.85 18 0.85 10 toll domestic 3 0 1.02 1.09 1.13 1.06 44 1.14 45
zew man expect 2 0 0.93 0.80 0.79 0.87 19 0.94 22 unemployment 3 0 1.10 1.06 1.01 1.07 45 1.13 44
pmi man output 0 0 0.91 0.84 0.81 0.87 20 0.92 19 term spread 0 0 1.28 1.17 1.04 1.21 46 1.37 46
zew expect 2 0 0.92 0.95 0.95 0.94 21 1.06 36 ifo empl barometer 2 0 1.42 1.47 1.39 1.43 47 1.84 47
turnover energy 3 0 0.98 0.93 0.84 0.94 22 0.95 23 exch USD EUR 3 0 1.68 1.42 1.20 1.51 48 1.87 48
hours worked ind&min 3 0 0.97 0.93 0.89 0.94 23 0.93 20 rec. sample mean .. .. 1.00 1.00 1.00 1.00 33 1.00 28
turnover mining 3 0 0.98 0.94 0.86 0.95 24 0.93 21 memo: absolute RMSFE .. .. 2.84 2.82 2.81 2.83 .. 1.94 ..
hwwi 3 0 1.00 0.93 0.88 0.95 25 1.00 29
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 38: Evaluation results of single indicator forecasts for GVA services

GVA services forecasts Memo: ex GVA services forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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pmi comp output 0 0 0.84 0.78 0.77 0.81 1 0.94 2 gfk prop to purch 3 0 1.00 1.00 1.00 1.00 45 1.01 35
pmi man output 0 0 0.87 0.76 0.76 0.82 2 0.96 7 hours worked ind&min 3 0 1.01 1.01 0.97 1.00 46 1.05 61
real turn industry 3 1 0.95 0.75 0.68 0.84 3 0.96 6 vat imp 3 0 1.00 1.00 1.00 1.00 47 1.00 20
ind prod 3 1 0.96 0.76 0.67 0.84 4 0.96 8 cdax 3 0 1.01 1.00 0.99 1.00 48 1.02 45
pmi serv activity 0 0 0.89 0.82 0.82 0.86 5 0.94 4 m1 3 0 0.99 1.01 1.02 1.00 49 1.03 47
outp prod sect ex constr 3 1 0.97 0.78 0.70 0.86 6 0.97 10 toll total 3 0 1.01 1.01 0.97 1.00 50 1.01 32
ifo cons goods exp 2 0 0.93 0.82 0.80 0.87 7 0.97 9 light oil sales 3 0 1.00 1.00 1.01 1.00 51 1.00 24
zew man expect 2 0 0.91 0.86 0.86 0.88 8 0.94 3 real wh sales 3 0 1.00 1.00 1.02 1.00 52 1.01 34
turnover industry 3 0 0.98 0.83 0.74 0.89 9 1.04 52 ifo serv current 3 0 0.99 1.00 1.05 1.00 53 1.15 83
ifo man prod plans 2 0 0.93 0.87 0.86 0.90 10 1.00 25 AR .. .. 1.00 1.00 1.01 1.00 54 1.01 37
ifo export climate 2 0 0.95 0.88 0.86 0.91 11 0.95 5 gasoline sales 3 0 1.01 1.00 1.01 1.01 55 1.00 30
zew serv ex fin exp 2 0 0.95 0.90 0.89 0.92 12 1.02 41 ifo re current 3 0 1.01 1.01 1.01 1.01 56 1.00 28
zew fin serv expect 2 0 0.93 0.94 0.93 0.93 13 1.04 58 sales A&F services 3 0 0.99 1.01 1.07 1.01 57 1.07 72
ifo serv expect 2 0 0.97 0.87 0.94 0.93 14 1.10 76 i10year 0 0 1.02 1.00 1.01 1.01 58 1.08 74
ifo man expect 2 0 0.96 0.92 0.91 0.94 15 1.00 21 ord housing constr 3 0 1.01 1.02 1.00 1.01 59 1.02 42
ifo re expect 2 0 0.96 0.93 0.94 0.94 16 1.08 75 m3 3 0 0.99 1.02 1.04 1.01 60 1.00 29
ifo man export exp 2 0 0.97 0.93 0.91 0.95 17 1.01 33 ifo int goods cur 3 0 1.02 1.02 0.99 1.01 61 1.06 67
gfk econ sentiment 2 0 0.97 0.93 0.93 0.95 18 0.99 15 ifo cons goods cur 3 0 1.01 1.02 1.02 1.01 62 1.04 59
ifo empl barometer 2 0 1.00 0.94 0.91 0.96 19 1.15 82 real re sales cars 3 0 1.00 1.01 1.06 1.01 63 1.01 38
prod in constr 3 0 1.00 0.94 0.90 0.97 20 0.94 1 gfk inc expect 2 0 1.00 1.02 1.03 1.01 64 1.08 73
employment 3 1 0.99 0.95 0.95 0.97 21 1.00 23 zew constr expect 2 0 0.99 1.03 1.05 1.01 65 1.06 71
zew current 3 0 0.98 0.97 0.96 0.97 22 1.01 39 retail sales cars 3 0 1.00 1.01 1.06 1.01 66 1.01 40
hours worked constr 3 1 1.03 0.94 0.88 0.97 23 0.99 17 ifo constr mach util 3 0 1.01 1.03 1.00 1.02 67 1.03 49
dax 3 0 0.99 0.96 0.96 0.97 24 1.02 43 euribor3m 0 0 1.04 1.00 0.99 1.02 68 1.03 48
ifo man current 3 0 0.99 0.97 0.95 0.98 25 1.06 69 ifo constr current 3 0 1.01 1.03 1.03 1.02 69 1.03 46
ind orders 3 0 1.01 0.96 0.91 0.98 26 1.06 66 empl stss trade, transp, A&F serv 3 0 1.02 1.03 1.02 1.02 70 1.04 60
ifo int goods exp 2 0 1.00 0.97 0.95 0.98 27 1.02 44 ifo man stocks 3 0 1.02 1.03 1.03 1.02 71 1.04 54
turn housing constr 3 0 1.00 0.97 0.93 0.98 28 0.98 12 empl stss publ, educ, health 3 0 1.02 1.03 1.02 1.02 72 1.05 62
rex 3 0 0.99 0.97 0.98 0.98 29 1.00 26 ifo wh current 3 0 1.01 1.04 1.03 1.02 73 1.04 55
real retail sales 3 0 1.00 0.98 0.92 0.98 30 0.98 11 empl stss trade 3 0 1.02 1.03 1.02 1.02 74 1.05 64
retail sales 3 0 1.00 1.00 0.92 0.99 31 0.99 16 m2 3 0 0.99 1.04 1.09 1.03 75 1.04 51
ifo wh expect 2 0 1.01 0.96 0.96 0.99 32 1.12 79 ifo constr expect 2 0 1.03 1.02 1.04 1.03 76 1.10 77
ifo man orders 3 0 1.00 0.99 0.97 0.99 33 1.04 56 empl stss transp 3 0 1.02 1.05 1.01 1.03 77 1.06 70
eu cons conf 3 0 1.00 0.98 0.98 0.99 34 1.05 65 new car reg 3 0 1.01 1.04 1.07 1.03 78 1.04 53
gfk cons climate 3 0 0.99 0.99 0.99 0.99 35 0.99 18 exch USD EUR 3 0 1.02 1.05 1.09 1.04 79 1.06 68
vat 3 0 1.00 0.99 0.98 1.00 36 0.99 19 term spread 0 0 1.05 1.05 1.04 1.05 80 1.05 63
real re sales incl. cars 3 0 1.00 0.99 0.99 1.00 37 0.99 14 empl stss A&F services 3 0 1.05 1.06 1.06 1.06 81 1.11 78
toll domestic 3 0 1.01 1.00 0.96 1.00 38 0.99 13 empl stss I&C 3 0 1.06 1.06 1.08 1.06 82 1.13 81
unemployment 3 0 1.03 0.97 0.95 1.00 39 1.04 50 empl stss other serv 3 0 1.03 1.07 1.13 1.06 83 1.13 80
real sales A&F services 3 0 1.01 1.00 0.97 1.00 40 1.04 57 empl stss finance 3 0 1.07 1.08 1.10 1.08 84 1.16 84
re sales incl. cars 3 0 1.00 0.99 1.01 1.00 41 1.00 31 rec. sample mean .. .. 1.00 1.00 1.00 1.00 44 1.00 27
vat dom 3 0 1.00 0.99 1.01 1.00 42 1.00 22 memo: absolute RMSFE .. .. 0.73 0.73 0.73 0.73 .. 0.53 ..
wholesale sales 3 0 1.00 1.00 0.99 1.00 43 1.01 36
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 39: Evaluation results of single indicator forecasts for consumption

Consumption forecasts Memo: ex Consumption forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):
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R
a
n
k
s

a
v
.

to
ta

l

R
a
n
k
s

a
v
.

to
ta

l

av. total av. total

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n
k
s

Indicator: T
ra

n
sf

.
(1

)

E
C

M
(2

)

F
o
re

ca
st

N
o
w

ca
st

B
a
ck

ca
st

T
o
ta

l

R
M

S
F

E

R
a
n
k
s

new car reg 3 0 1.01 0.88 0.73 0.92 1 0.90 1 employment 3 1 1.01 1.02 0.97 1.00 29 1.00 35
real re sales cars 3 0 0.99 0.92 0.78 0.93 2 0.93 2 vat dom 3 0 1.00 1.02 1.00 1.01 30 1.00 28
retail sales cars 3 0 0.99 0.92 0.79 0.93 3 0.93 3 new car reg priv 3 0 1.02 0.99 1.01 1.01 31 0.98 14
cdax 3 0 0.96 0.94 0.95 0.95 4 0.95 6 m3 3 0 1.01 1.01 1.00 1.01 32 1.01 41
dax 3 0 0.97 0.95 0.95 0.96 5 0.95 8 ifo re current 3 0 1.01 1.01 0.99 1.01 33 1.02 42
re sales incl. cars 3 0 0.99 0.98 0.84 0.96 6 0.95 5 sales A&F services 3 0 0.99 1.01 1.09 1.01 34 0.98 15
real re sales incl. cars 3 0 0.99 0.99 0.82 0.96 7 0.95 7 vat 3 0 1.00 1.04 1.05 1.02 35 1.01 39
gfk prop to purch 3 0 1.01 0.94 0.91 0.97 8 0.97 11 real sales A&F services 3 0 0.98 1.03 1.14 1.02 36 1.00 30
retail sales 3 0 0.98 0.96 1.03 0.98 9 0.95 4 unemployment 3 0 1.01 1.04 1.04 1.03 37 1.02 44
pmi serv activity 0 0 0.96 1.01 1.03 0.99 10 0.96 10 gfk econ sentiment 2 0 1.02 1.04 1.03 1.03 38 1.01 38
light oil sales 3 0 0.99 1.00 0.96 0.99 11 0.99 22 real merch imports 3 0 1.01 1.04 1.07 1.03 39 1.02 43
ifo bus current 3 0 1.00 0.99 0.96 0.99 12 1.00 23 pmi comp output 0 0 1.01 1.06 1.07 1.03 40 0.99 20
real retail sales 3 0 0.99 0.99 1.02 0.99 13 0.96 9 eu cons conf 3 0 1.03 1.06 1.03 1.04 41 1.05 46
gfk cons climate 3 0 1.00 0.99 0.98 0.99 14 0.99 19 empl stss publ, educ, health 3 0 1.06 1.03 1.08 1.05 42 1.05 48
nom merch imports 3 0 1.01 0.99 0.97 0.99 15 1.00 25 term spread 0 0 1.02 1.07 1.12 1.06 43 0.99 17
zew current 3 0 1.00 0.99 0.98 0.99 16 0.97 12 zew expect 2 0 1.02 1.10 1.12 1.06 44 0.98 13
rex 3 0 0.99 1.00 0.99 0.99 17 1.00 27 ifo re expect 2 0 1.05 1.11 1.10 1.08 45 1.05 47
gasoline sales 3 0 0.99 1.00 0.99 0.99 18 0.99 16 euribor3m 0 0 1.02 1.15 1.16 1.08 46 1.01 40
m1 3 0 1.00 0.99 0.98 1.00 19 1.00 34 ifo cons goods exp 2 0 1.07 1.13 1.12 1.10 47 0.99 21
ifo cons goods cur 3 0 1.01 1.00 0.97 1.00 20 1.00 36 ifo serv current 3 0 1.06 1.14 1.16 1.10 48 1.06 49
AR .. .. 1.00 1.00 0.98 1.00 21 1.00 32 ifo bus expect 2 0 1.06 1.15 1.15 1.11 49 1.02 45
vat imp 3 0 1.00 1.00 1.01 1.00 22 1.00 26 i10year 0 0 1.07 1.16 1.16 1.12 50 1.11 50
bop serv expenditure 3 0 1.01 1.00 0.98 1.00 23 1.00 31 ifo empl barometer 2 0 1.24 1.18 1.21 1.21 51 1.19 52
m2 3 0 1.00 1.00 0.98 1.00 24 1.01 37 ifo serv expect 2 0 1.25 1.26 1.25 1.26 52 1.13 51
gfk inc expect 2 0 1.00 0.99 1.02 1.00 26 0.99 18 rec. sample mean .. .. 1.00 1.00 1.00 1.00 25 1.00 33
brent 3 0 1.00 0.99 1.03 1.00 27 1.00 24 memo: absolute RMSFE .. .. 0.44 0.44 0.44 0.44 .. 0.45 ..
ifo bus climate 3 0 0.99 1.02 1.02 1.00 28 1.00 29
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

58



Table 40: Evaluation results of single indicator forecasts for gross investment

Gross investment forecasts Memo: ex Gross investment forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
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dom turn cgp ex cars real 3 1 0.91 0.80 0.74 0.85 1 0.94 14 zew current 3 0 0.97 0.95 0.95 0.96 37 0.97 30
outp prod sect ex constr 3 1 0.90 0.85 0.81 0.87 2 0.93 8 ord public constr 3 1 0.95 0.96 1.00 0.96 38 0.98 39
ind prod 3 0 0.91 0.84 0.83 0.87 3 0.92 2 ord corp constr 3 1 0.95 0.99 0.96 0.97 39 0.98 40
pmi man output 0 0 0.90 0.87 0.87 0.89 4 0.93 6 nom imports cg 3 0 0.98 0.97 0.96 0.97 40 0.98 33
turnover industry 3 0 0.92 0.86 0.86 0.89 5 0.92 4 zew constr expect 2 0 0.97 0.98 0.98 0.97 41 0.97 32
unemployment 3 1 0.92 0.86 0.86 0.89 6 0.97 31 prod in constr 3 0 0.99 0.97 0.96 0.98 42 0.96 27
dom ind ord cgp 3 1 0.93 0.88 0.79 0.89 7 0.91 1 eu cons conf 3 0 1.01 0.96 0.96 0.98 43 1.02 67
rex 3 1 0.91 0.87 0.88 0.90 8 0.94 9 zew expect 2 0 0.97 0.99 1.00 0.99 44 0.99 49
real turn industry 3 0 0.93 0.87 0.87 0.90 9 0.93 5 ifo constr current 3 0 1.00 0.98 0.98 0.99 45 0.98 36
ifo man export exp 2 0 0.91 0.89 0.86 0.90 10 0.96 25 turn public constr 3 0 0.99 0.99 1.01 0.99 46 0.98 38
dom turn cgp real 3 1 0.93 0.89 0.86 0.90 11 0.94 11 toll domestic 3 0 1.00 0.99 0.96 0.99 47 0.99 47
prod cap goods 3 0 0.94 0.88 0.84 0.90 12 0.93 7 orders constr 3 0 1.00 0.99 0.98 0.99 48 0.98 43
dom ind ord cgp ex cars 3 1 0.94 0.89 0.84 0.91 13 0.92 3 turnover constr total 3 0 0.99 0.99 1.02 0.99 49 0.99 44
pmi comp output 0 0 0.92 0.90 0.89 0.91 14 0.95 17 turn housing constr 3 0 1.00 0.98 1.01 0.99 50 0.99 53
ifo man prod plans 2 0 0.91 0.91 0.91 0.91 15 0.96 28 toll total 3 0 1.00 1.00 0.97 1.00 51 0.99 52
ifo man current 3 0 0.92 0.91 0.90 0.91 16 0.96 21 gfk econ sentiment 2 0 0.99 1.00 1.01 1.00 52 1.00 57
ind orders 3 0 0.94 0.91 0.87 0.92 17 0.95 16 turn corporate constr 3 0 0.99 0.99 1.03 1.00 53 0.99 48
ifo man expect 2 0 0.91 0.94 0.94 0.92 18 0.96 22 ord housing constr 3 0 1.00 1.00 0.99 1.00 54 0.99 54
ifo man orders 3 0 0.93 0.92 0.90 0.92 19 0.95 18 gfk inc expect 2 0 1.00 1.00 1.00 1.00 55 1.00 56
employment 3 1 0.93 0.92 0.92 0.92 20 0.95 19 ifo bus climate 3 0 0.98 1.02 1.03 1.00 57 0.99 50
ifo bus expect 2 0 0.92 0.94 0.92 0.92 21 0.96 26 euribor3m 0 0 1.01 1.00 0.98 1.00 58 1.02 66
ifo export climate 2 0 0.93 0.91 0.92 0.92 22 0.98 35 i10year 0 0 1.00 1.00 1.02 1.00 59 0.99 55
dax 3 1 0.92 0.93 0.93 0.93 23 0.94 15 ifo constr mach util 3 0 1.00 1.01 1.00 1.00 60 1.00 59
new car reg bus 3 1 0.94 0.92 0.89 0.93 24 0.96 24 ifo constr expect 2 0 1.01 0.99 1.01 1.01 61 0.98 34
prod cg ex cars 3 0 0.96 0.90 0.88 0.93 25 0.95 20 m1 3 0 1.00 1.01 1.02 1.01 62 1.00 60
nom merch imports 3 0 0.97 0.94 0.79 0.93 26 0.94 12 gfk cons climate 3 0 1.00 1.01 1.01 1.01 63 1.00 62
dom turn cgp ex cars 3 0 0.96 0.91 0.86 0.93 27 0.98 42 AR .. .. 1.00 1.02 1.03 1.01 64 0.99 51
ifo inv goods cur 3 0 0.95 0.91 0.90 0.93 28 0.98 37 m2 3 0 1.00 1.02 1.04 1.01 65 1.02 64
cdax 3 1 0.93 0.94 0.94 0.93 29 0.96 23 vat dom 3 0 1.00 1.03 1.03 1.01 66 1.01 63
real merch imports 3 0 0.97 0.96 0.82 0.94 30 0.94 13 gfk prop to purch 3 0 1.00 1.03 1.06 1.02 67 1.02 68
hours worked constr 3 1 0.95 0.94 0.93 0.94 31 0.94 10 m3 3 0 1.01 1.03 1.06 1.02 68 1.03 69
dom turnover cgp 3 0 0.96 0.93 0.93 0.94 32 0.97 29 term spread 0 0 1.00 1.05 1.07 1.03 69 1.02 65
ifo man stocks 3 0 0.95 0.95 0.95 0.95 33 1.00 61 ifo empl barometer 2 0 0.99 1.05 1.13 1.03 70 1.07 70
zew man expect 2 0 0.95 0.95 0.96 0.95 34 0.99 46 rec. sample mean .. .. 1.00 1.00 1.00 1.00 56 1.00 58
ifo inv goods exp 2 0 0.94 0.96 0.98 0.95 35 0.99 45 memo: absolute RMSFE .. .. 4.50 4.50 4.50 4.50 .. 3.90 ..
ifo bus current 3 0 0.95 0.96 0.96 0.96 36 0.98 41
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 41: Evaluation results of single indicator forecasts for exports

Exports forecasts Memo: ex Exports forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2
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nom merch exports 3 0 0.89 0.58 0.26 0.68 1 0.77 1 dax 3 0 0.97 0.89 0.86 0.92 24 1.01 23
bop merch exports 3 0 0.89 0.59 0.30 0.69 2 0.77 2 brent 3 0 0.98 0.91 0.87 0.94 25 1.01 21
ifo man export exp 2 0 0.86 0.60 0.56 0.72 3 0.93 9 pmi serv activity 0 0 0.99 0.91 0.89 0.95 26 1.10 30
ifo man expect 2 0 0.80 0.66 0.65 0.73 4 0.92 8 rex 3 0 0.96 0.97 0.97 0.97 27 1.01 22
ifo man prod plans 2 0 0.84 0.64 0.63 0.74 5 0.93 11 ifo empl barometer 2 0 1.04 0.96 0.92 1.00 28 1.08 29
ifo man orders 3 0 0.85 0.65 0.62 0.75 6 0.86 5 unemployment 3 0 1.05 0.97 0.92 1.00 30 1.11 33
ifo man current 3 0 0.86 0.65 0.61 0.75 7 0.93 10 m1 3 0 1.02 1.00 0.97 1.01 31 0.99 18
real bop merch exp 3 0 0.97 0.66 0.29 0.76 8 0.79 3 bop serv income 3 0 1.03 1.02 0.97 1.01 32 1.13 35
real merch exports 3 0 0.97 0.69 0.28 0.76 9 0.80 4 gfk econ sentiment 2 0 1.03 1.00 0.98 1.01 33 1.08 28
zew man expect 2 0 0.88 0.65 0.64 0.76 10 0.95 14 toll total 3 0 1.02 1.02 1.01 1.02 34 1.06 27
ifo export climate 2 0 0.89 0.66 0.62 0.77 11 0.94 12 term spread 0 0 0.98 1.05 1.08 1.02 35 1.00 19
ifo bus current 3 0 0.87 0.69 0.66 0.77 12 0.87 6 toll domestic 3 0 1.05 1.04 1.03 1.04 36 1.12 34
for ind orders 3 0 0.92 0.68 0.59 0.79 13 0.98 17 ifo serv current 3 0 1.14 0.96 0.94 1.04 37 1.42 44
ifo bus expect 2 0 0.85 0.73 0.72 0.79 14 1.03 25 AR .. .. 1.07 1.04 0.98 1.05 38 1.13 36
ifo bus climate 3 0 0.85 0.75 0.73 0.80 15 0.95 13 employment 3 0 1.09 1.04 0.99 1.06 39 1.14 37
ifo man stocks 3 0 0.88 0.76 0.74 0.82 16 0.96 15 m2 3 0 1.08 1.06 1.02 1.06 40 1.17 39
pmi man output 0 0 0.91 0.78 0.76 0.84 17 1.03 26 m3 3 0 1.09 1.07 1.04 1.07 41 1.21 41
zew serv ex fin exp 2 0 0.96 0.79 0.77 0.87 18 1.16 38 i10year 0 0 1.10 1.08 1.05 1.08 42 1.19 40
zew current 3 0 0.91 0.85 0.83 0.88 19 0.89 7 ifo serv expect 2 0 1.15 1.08 1.12 1.12 43 1.31 42
cdax 3 0 0.93 0.84 0.82 0.88 20 0.98 16 exch USD EUR 3 0 1.19 1.26 1.24 1.22 44 1.32 43
hwwi 3 0 0.95 0.85 0.83 0.90 21 1.02 24 rec. sample mean .. .. 1.00 1.00 1.00 1.00 29 1.00 20
euribor3m 0 0 0.97 0.84 0.80 0.90 22 1.10 31 memo: absolute RMSFE .. .. 2.90 2.88 2.87 2.89 .. 1.71 ..
zew expect 2 0 0.92 0.92 0.89 0.91 23 1.11 32
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.

Table 42: Evaluation results of single indicator forecasts for imports

Imports forecasts Memo: ex Imports forecasts (continued) Memo: ex
Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
2009 Q2

Evaluation sample:
2006 Q2-2016 Q1

RMSFE rel. to
benchmark (3),
average across
forecast horizons (4):

2008 Q4 -
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ifo man orders 3 0 0.80 0.71 0.68 0.75 1 0.90 1 zew expect 2 0 0.85 0.87 0.87 0.86 25 1.07 39
nom merch exports 3 0 0.86 0.70 0.62 0.77 2 0.95 7 ind orders 3 0 0.88 0.83 0.92 0.87 26 0.99 15
ifo int goods cur 3 0 0.82 0.72 0.71 0.77 3 0.99 16 euribor3m 0 0 0.91 0.84 0.84 0.88 27 1.16 46
outp prod sect ex constr 3 1 0.76 0.75 0.83 0.77 4 1.00 17 term spread 0 0 0.89 0.92 0.90 0.90 28 1.02 24
ifo man current 3 0 0.80 0.74 0.74 0.77 5 0.98 11 eu cons conf 3 0 0.95 0.88 0.88 0.91 29 1.09 41
bop merch imports 3 0 0.91 0.77 0.40 0.78 6 0.90 3 ifo empl barometer 2 0 0.93 0.93 0.95 0.93 30 1.00 18
ifo int goods exp 2 0 0.81 0.75 0.74 0.78 7 1.05 32 hwwi 3 0 0.98 0.94 0.94 0.96 31 1.02 26
nom merch imports 3 0 0.91 0.78 0.43 0.78 8 0.91 4 bop serv expenditure 3 0 0.98 0.97 0.91 0.97 32 0.97 9
ifo man expect 2 0 0.79 0.80 0.78 0.79 9 1.04 30 brent 3 0 0.99 0.96 0.96 0.98 33 1.02 28
pmi man output 0 0 0.86 0.75 0.71 0.80 10 1.00 20 vat imp 3 0 1.01 1.00 0.91 0.99 34 0.99 13
ind prod 3 0 0.86 0.74 0.82 0.81 11 0.99 14 AR .. .. 1.00 0.99 0.98 1.00 35 1.01 22
real bop merch imp 3 0 0.92 0.84 0.45 0.81 12 0.90 2 gfk econ sentiment 2 0 1.01 0.99 0.97 1.00 36 1.07 36
ifo bus current 3 0 0.85 0.79 0.79 0.82 13 0.99 12 gfk inc expect 2 0 1.01 1.00 1.00 1.00 38 1.03 29
real merch imports 3 0 0.93 0.85 0.44 0.82 14 0.92 5 employment 3 0 1.02 1.00 1.01 1.01 39 1.04 31
turnover industry 3 0 0.87 0.75 0.82 0.82 15 0.98 10 gfk cons climate 3 0 1.01 1.03 1.02 1.02 40 1.02 25
real merch exports 3 0 0.94 0.73 0.64 0.82 16 0.97 8 unemployment 3 0 1.07 0.99 0.96 1.02 41 1.10 43
zew man expect 2 0 0.86 0.79 0.79 0.82 17 1.10 42 toll total 3 0 1.02 1.03 1.04 1.03 42 1.06 33
ifo man export exp 2 0 0.89 0.78 0.76 0.83 18 1.11 44 gfk prop to purch 3 0 1.01 1.05 1.06 1.03 43 1.02 23
ifo bus expect 2 0 0.84 0.83 0.85 0.84 19 1.07 38 toll domestic 3 0 1.03 1.03 1.03 1.03 44 1.06 35
real turn industry 3 0 0.87 0.78 0.85 0.84 20 1.01 21 i10year 0 0 1.05 1.04 1.03 1.04 45 1.02 27
ifo man prod plans 2 0 0.87 0.81 0.80 0.84 21 1.13 45 exch USD EUR 3 0 1.07 1.10 1.12 1.09 46 1.07 37
ifo man stocks 3 0 0.83 0.84 0.86 0.84 22 1.06 34 rec. sample mean .. .. 1.00 1.00 1.00 1.00 37 1.00 19
zew current 3 0 0.88 0.82 0.80 0.85 23 0.94 6 memo: absolute RMSFE .. .. 2.33 2.32 2.31 2.32 .. 1.68 ..
ifo bus climate 3 0 0.86 0.85 0.85 0.85 24 1.07 40
(1): Data transformation: 0: no transformation; 1: first differences, 2: natural logarithms, 3: first differences of natural logarithms.
(2): ECM option: 1: error correction mechanism (ECM) term included, 0 else.
(3): Root mean squared forecast error (RMSFE) relative to benchmark forecast (recursively calculated in-sample mean).
(4): Across forecast horizons t− 36 to t− 20 (Forecast), t− 18 to t− 8 (Nowcast) and t− 6 to t− 2 (Backcast); in weeks, t: release of GDP components data.
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Table 43: Average relative RMSFE for competing specification selection schemes for
aggregate GDP and additional GDP components

Full evaluation sample 2006Q2-2016Q1
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best average indicator; rec. 0,84 0,80 0,95 1,00 0,91 0,81 0,80
best average indicator; rol 0,79 0,83 0,96 1,00 0,96 0,80 0,86
best indicator; rec. 0,80 0,78 0,91 0,98 0,93 0,73 0,74
best indicator; rol. 0,80 0,82 0,92 0,97 0,92 0,73 0,78
simple average 0,91 0,87 0,94 0,96 0,93 0,83 0,81
median 0,95 0,88 0,98 0,97 0,94 0,85 0,82
inverse rmsfe; rec. 0,86 0,84 0,92 0,96 0,92 0,78 0,77
inverse rmsfe; rol. 0,88 0,85 0,93 0,96 0,92 0,79 0,81
inverse rmsfe (top); rec. 0,80 0,79 0,88 0,96 0,89 0,71 0,74
inverse rmsfe (top); rol. 0,80 0,80 0,87 0,95 0,89 0,72 0,78
rel. quadr. gain; rec. 0,82 0,80 0,90 0,95 0,92 0,72 0,73
rel. quadr. gain; rol. 0,82 0,80 0,89 0,95 0,92 0,74 0,78
rel. quadr. gain (top); rec. 0,79 0,78 0,89 0,95 0,90 0,70 0,73
rel. quadr. gain (top); rol. 0,78 0,79 0,87 0,94 0,91 0,72 0,77
mod. Mallows; rec 0,81 0,78 0,87 0,95 0,90 0,70 0,71
mod. Mallows, rol. 0,81 0,80 0,91 0,96 0,90 0,75 0,73

Ex crisis evaluation sample (excl. 2008Q4-2009Q2)

best average indicator; rec. 0,83 0,85 1,08 1,00 0,94 0,88 0,93
best average indicator; rol 0,83 0,84 1,04 1,00 0,93 0,86 0,98
best indicator; rec. 0,94 0,87 1,02 0,95 0,95 0,86 0,95
best indicator; rol. 0,95 0,89 1,00 0,97 0,94 0,88 0,93
simple average 0,88 0,90 0,96 0,95 0,94 0,88 0,93
median 0,91 0,87 0,99 0,97 0,95 0,87 0,92
inverse rmsfe; rec. 0,84 0,86 0,96 0,95 0,93 0,84 0,91
inverse rmsfe; rol. 0,84 0,86 0,96 0,96 0,93 0,83 0,91
inverse rmsfe (top); rec. 0,80 0,82 0,95 0,93 0,91 0,80 0,91
inverse rmsfe (top); rol. 0,80 0,82 0,95 0,94 0,92 0,79 0,90
rel. quadr. gain; rec. 0,81 0,83 0,95 0,94 0,93 0,80 0,89
rel. quadr. gain; rol. 0,81 0,83 0,95 0,95 0,93 0,79 0,89
rel. quadr. gain (top); rec. 0,80 0,82 0,95 0,93 0,92 0,79 0,88
rel. quadr. gain (top); rol. 0,80 0,82 0,95 0,94 0,92 0,78 0,88
mod. Mallows; rec 0,87 0,84 0,96 0,92 0,93 0,84 0,90
mod. Mallows, rol. 0,90 0,85 0,97 0,96 0,93 0,86 0,88

memo:
number of forecasts 132 48 84 52 70 44 46
best indicator (ex post) ind

prod
ind
prod

pmi
comp
out-
put

new
car
reg

dom
turn
cgp ex
cars
real

nom
merch
ex-
ports

ifo
man
orders

rel. RMSFE full sample 0,70 0,75 0,81 0,92 0,85 0,68 0,75
rel. RMSFE ex crisis sample 0,78 0,82 0,94 0,90 0,94 0,77 0,90

RMSFE on average across all forecast horizons, relative to the recursive in-sample mean.
Bold: Lowest value. Italic: Preferred specification scheme.
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Götz, T. B. and T. A. Knetsch (2017). Google Data in Bridge Equation Models for
German GDP. Deutsche Bundesbank Discussion Paper No 18/2017.

Hansen, B. E. (2007). Least Squares Model Averaging. Econometrica 75 (4), 1175–1189.

Hansen, B. E. (2008). Least-Squares Forecast Averaging. Journal of Econometrics 146,
342–350.

Hansen, B. E. (2010). Multi-Step Forecast Model Selection. Unpublished manuscript.

Heinisch, K. and R. Scheufele (2018a). Bottom-Up or Direct? Forecasting German GDP
in a Data-Rich Environment. Empirical Economics 54, 705–745.

Heinisch, K. and R. Scheufele (2018b). Should Forecasters Use Real-Time Data to Eval-
uate Leading Indicator Models for GDP Prediction? German Evidence. German Eco-
nomic Review . Available online (doi:10.1111/geer.12163).

Klein, L. and E. Sojo (1989). Combinations of High and Low Frequency Data in Macroe-
conometric Models. In L. R. Klein and J. Marquez (Eds.), Economics in Theory and
Practice: An Eclectic Approach, pp. 3–16. Springer Netherlands.

Kuzin, V., M. Marcellino, and C. Schumacher (2013). Pooling Versus Model Selection
for Nowcasting GDP with Many Predictors: Empirical Evidence for six Industrialized
Countries. Journal of Applied Econometrics 28, 392–411.

Lehmann, R. and K. Wohlrabe (2016). Looking into the Black Box of Boosting: The
Case of Germany. Applied Economics Letters 23 (17), 1229–1233.

Mallows, C. L. (1973). Some Comments on CP . Technometrics 15 (4), 661–675.

63



Marcellino, M. and C. Schumacher (2010). Factor MIDAS for Nowcasting and Forecasting
with Ragged-Edge Data: A Model Comparison for German GDP. Oxford Bulletin of
Economics and Statistics 72 (4), 518–550.

Rünstler, G., K. Barhoumi, S. Benk, R. Cristadoro, A. D. Reijer, A. Jakaitiene, P. Jelonek,
A. Rua, K. Ruth, and C. V. Nieeuwenhuyze (2009). Short-Term Forecasting of GDP
and Using Large Datasets: A Pseudo Real-Time Forecast Evaluation Exercise. Journal
of Forecasting 28, 595–611.

Schumacher, C. (2007). Forecasting German GDP Using Alternative Factor Models Based
on Large Datas. Journal of Forecasting 26, 271–302.

Schumacher, C. (2010). Factor Forecasting Using International Targeted Predictors: The
Case of German GDP. Economics Letters 107 (2), 95–98.

Schumacher, C. (2016). A Comparison of MIDAS and Bridge Equations. International
Journal of Forecasting 32, 257–270.

Schumacher, C. and J. Breitung (2008). Real-Time Forecasting of German GDP Based
on a Large Factor Model with Monthly and Quarterly Data. International Journal of
Forecasting 24 (3), 386–398.

Schwarzmüller, T. (2015). Model Pooling and Changes in the Informational Content of
Predictors: an Empirical Investigation for the Euro Area. Kiel Working Papers, No.
1982.

Statistisches Bundesamt (2016). Volkswirtschaftliche Gesamtrechnungen, Inlandsprodukt
und Nationaleinkommen nach ESVG 2010, Methoden und Grundlagen, Fachserie 18,
Reihe S.30. Statistisches Bundesamt.

Statistisches Bundesamt (2017). Volkswirtschaftliche Gesamtrechnungen, Vierteljährliche
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