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Abstract

In this paper we stress-test credit portfolios of 28 German banks based on a Merton-
type multi-factor credit risk model. The ad-hoc stress scenario is an economic downturn
in the automobile industry that constitutes an exceptional but plausible event suggested
by historical data. Rather than on a particular stress forecast, the focus of the paper
is on the main drivers of the stress impact on banks’ credit portfolios. Although the
percentage of loans in the automobile sector is relatively low for all banks in the sample,
the expected loss conditional on the stress event increases substantially by 70%–80% for the
total portfolio. This result confirms the need to account for hidden sectoral concentration
risk because the increase in expected loss is driven mainly by correlation effects with
related industry sectors. Therefore, credit risk dependencies between sectors have to be
adequately captured even if the trigger event is confined to a single sector. Finally, we
calculate the impact on banks’ own funds ratios. The main results are robust against
various robustness checks, namely those concerning the granularity of the credit portfolio,
the level of inter-sector asset correlations, and a cross-sectional variation of intra-sector
asset correlations.

Keywords: Asset correlation, portfolio credit risk, stress test, sectoral credit concentra-
tion

JEL Classification: G 21, G 33, C 13, C 15
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Non–technical summary

In this paper, we measure the impact of a downturn in the automobile industry on the
solvency of 28 large German banks. The choice of the stressed sector is motivated by the
important role which the automobile industry plays in the German economy, not the least
because of its close ties to other industry sectors.

Rather than on a particular stress forecast, the focus of the paper is on the main drivers of
the stress impact on banks’ credit portfolios. This includes, for example, comparing the use
of borrower-dependent versus sector-average default probabilities and also the influence of
sectoral and name concentrations.

The stress scenario assumes an expected decrease of 10% in the automobile production
index which reflects an exceptional but plausible event based on empirical data. Contrary
to traditional scenario-based stress tests we do not consider a point forecast but determine
instead the expected loss from a multitude of stress realizations of the (unobservable)
risk factor associated with the automobile sector. The spectrum of stress realizations
is determined so that they correspond “on average” with the predicted decrease in the
automobile production index.

The results of the stress test confirm the importance of taking cross-sector dependencies
into account: Although for all banks in the sample the percentage of loans in the auto-
mobile sector is small relative to the total portfolio of corporate loans, the (expected) loss
from default events still increases by 70%–80% in the stress scenario.

A key contribution of the paper is the empirical implementation of an advanced methodol-
ogy for stress testing, based on a portfolio model for credit risk. The employed multi-factor
model is particularly suited to capture risk dependencies between sectors which play a key
role in the risk assessment. For this purpose, the parameters of the model, for example the
dependence structure of the individual sectors, have to be estimated empirically. Using
data from the central credit register on banks’ corporate loan portfolios allows us to apply
the stress test consistently across different banks. Name concentrations in particular are
well captured because we have information available on the single-borrower level. The
robustness of the stress test results is verified in several sensitivity analyses, for example
with respect to the correlation level and name concentration.



Nichttechnische Zusammenfassung

Das vorliegende Diskussionspapier untersucht die Auswirkungen eines Abschwunges im
Automobilsektor auf die Solvabilität von 28 großen, deutschen Kreditinstituten. Die
Auswahl dieses Sektors ist begründet durch die wichtige Rolle, welche die Automobilin-
dustrie in der deutschen Wirtschaft spielt, nicht zuletzt aufgrund ihrer engen Verbindung
zu anderen Industriesektoren.

Der Schwerpunkt des Diskussionpapiers liegt nicht auf einer bestimmten Stressprognose,
sondern auf den wesentlichen Treibern der Stresswirkung auf die Kreditportfolien der
Banken. Hierzu gehören z.B. der Vergleich der Verwendung von kreditnehmerabhängigen
anstelle von auf Sektorebene gemittelten Ausfallwahrscheinlichkeiten sowie der Einfluss
von sektoriellen und Adressenkonzentrationen.

Das Stress-Szenario basiert auf einem prognostizierten Rückgang des Automobilproduk-
tionsindex um 10%. Anders als bei traditionellen szenariobasierten Stresstests wird aller-
dings keine Punktprognose untersucht, sondern es wird der erwartete (mittlere) Verlust
über eine Vielzahl von Stressrealisationen des zugehörigen (unbeobachtbaren) Branchen-
risikofaktors ermittelt. Die Bandbreite dieser Stressrealisationen wird so bestimmt, dass
sie im Mittel dem prognostizierten Rückgang des Automobilproduktionsindex entsprechen.

Die Stresstestergebnisse bestätigen die Wichtigkeit, Abhängigkeiten zwischen den Sektoren
zu berücksichtigen: Obwohl der Anteil der Forderungen gegenüber dem Automobilsektor
für alle Banken in der Stichprobe relativ zum Gesamtportfolio von Firmenkrediten gering
ist, steigen die (erwarteten) Verluste aus Kreditausfällen im Stress-Szenario um 70–80%.

Ein wesentlicher Beitrag des Papiers liegt in der empirischen Umsetzung einer ausgefeilten
Stresstestmethodik unter Verwendung eines Portfoliomodells für Kreditrisiken. Das ver-
wendete Mehrfaktoren-Modell ist besonders geeignet, um Risikoabhängigkeiten zwischen
Sektoren abzubilden, welche die Risikomessung entscheidend bestimmen. Dazu müssen
die Parameter dieses Modells, z.B. die Abhängigkeitsstruktur der einzelnen Branchen,
empirisch geschätzt werden. Die Verwendung von Unternehmenskreditdaten aus dem
Meldewesen für Millionenkredite erlaubt eine konsistente Anwendung des Stresstests für
unterschiedliche Banken. Insbesondere können Klumpenrisiken aufgrund der Informa-
tionen auf Einzelkreditnehmerebene sehr genau abgebildet werden. Die Ergebnisse des
Stresstests werden in mehreren Sensitivitätsuntersuchungen, beispielsweise bezüglich des
Einflusses von Korrelationsniveau und von Klumpenrisiken, auf ihre Robustheit über-
prüft.





Contents

1 Introduction 1

2 Data and Descriptive Analysis 5

3 Stress Scenarios and Methodology 9

3.1 Credit Risk Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.2 Design of the Stress Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4 Results for the Stress Scenario 13

5 Sensitivity Analysis 20

5.1 Impact of Name Concentration . . . . . . . . . . . . . . . . . . . . . . . . . 20

5.2 Sector-Dependent vs. Constant Intra-Sector Asset Correlations . . . . . . . 23

5.3 Sensitivity to Higher Inter-Sector Correlations . . . . . . . . . . . . . . . . . 25

6 Summary and Outlook 27





Stress Testing German Banks in a Downturn in the

Automobile Industry1

1. Introduction

Credit risk in loan portfolios which is closely linked to changes in the economic environment
is widely perceived as the most relevant risk faced by banks. In an increasingly volatile
financial environment, stress tests have recently become more important as an instrument
to gauge the impact of specific adverse developments in the economy. It is, therefore,
no surprise that regulators in the Basel II framework emphasize their use, in particular
in connection with credit concentrations.2 Credit concentrations become important in
extreme events (“tail risk”) and portfolio models which capture sectoral as well as name
concentrations are an obvious tool to asses this type of risk.

In this paper, we stress-test credit portfolios of large German banks based on a one-
period default-mode version of a standard Merton-type portfolio model in the spirit of
Gupton et al. (1997) and Finger (1999). The stress scenario refers to a single sector,
the automobile sector, and is based on a downturn prediction of 10% for the German
automobile production index. Contrary to traditional scenario-based stress tests we do
not consider a point forecast but determine instead the expected loss from a multitude of
stress realizations of the (unobservable) risk factor associated with the automobile sector.
The stress scenario reflects an “exceptional but plausible event”3 because it summarizes
a continuum of stress realizations which, together, occur under baseline conditions with
a probability of 33%. The spectrum of stress realizations is determined so that they
correspond “on average” with the predicted decrease in the automobile production index.
Rather than on a particular stress forecast, the focus of the paper is, however, on the main
drivers of the stress impact on banks’ credit portfolios. This includes, for example, the
role of borrower-dependent compared with pooled probabilities of default or the influence
of sectoral and name concentrations.

1We have benefitted from comments by Antonella Foglia, Peter Raupach and participants of the 2008

Workshop on “Stress Testing of Credit Risk Portfolios: The link Between Macro and Micro” jointly orga-

nized by the Research Task Force of the Basel Committee on Banking Supervision and De Nederlandsche

Bank, and from the Banking and Finance Seminar at the Deutsche Bundesbank.

An earlier version of this paper was circulated under the title “Crash Testing German Banks”.

We thank Meik Eckhardt for excellent research assistance and Björn Wehlert for his support in collecting

the requested data from the German credit register.

The views expressed herein are our own and do not necessarily reflect those of the Deutsche Bundesbank.
2See Basel Committee on Banking Supervision (2005).
3As required by regulators in many countries (See CEBS, CP 12).
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The stress-test methodology is based on recent work by Bonti et al. (2006). Our approach
differs from their work and other work on stress tests of credit risk by the following five
characteristics.

1. As the automobile sector is regarded as a key sector of the German economy, a
downturn in this sector is expected to have severe repercussions in other business
sectors. Therefore, inter-sector dependencies need to be accounted for, which is
achieved by using a multi-factor portfolio risk model.

2. A common drawback of traditional stress tests is that they concentrate on a single-
event scenario, which occurs only with a marginal probability. The sensitivity to
deviations from this single event are rarely considered. In our set-up, we consider
instead a stress scenario comprising a range of stress events such that the probability
of the stress scenario is quite significant.

3. Our approach can also be used to identify hidden sectoral credit concentrations
as it allows us to identify risk concentrations under stress conditions across highly
correlated sectors. Previous studies have found that sectoral concentration and to a
lesser extent also name concentration have a material impact on the portfolio risk.4

4. The use of the German credit register allows us to apply our stress-test methodology
consistently to a sample of 28 banks, taking into account their credit portfolios to
the extent that loans are included in the credit register. Name concentration is
automatically accounted for by using credit information aggregated to risk-oriented
“borrower units”, which is more appropriate for risk assessment than the facility level
or the legal entity level.

5. Traditionally, the focus of stress tests is on the expected loss (EL) conditional on
the stress event and its increase relative to baseline conditions. We also consider
the impact on economic capital (EC), defined as the difference between a 99.9%
value-at-risk (VaR) and the (unconditional or baseline) EL.5 As a robustness check
we also calculate the Expected Shortfall (ES) or tail conditional expectation. Since
these risk measures refer only to the potential loss of the credit portfolios, they
do not convey immediate information about the impact of the stress scenario on a
bank’s solvency. For this purpose, we calculate and compare in addition banks’ own
funds ratios before and after stress.

A key challenge in any stress test design is how an adverse change in macroeconomic
variables is incorporated into the model. In our case, this is achieved by judiciously

4See, for example, Düllmann and Masschelein (2007) or Heitfield et al. (2006).
5Since we assume that under baseline conditions we have no further information on future realizations

of the risk factors, the expected values under baseline conditions are always unconditional.
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truncating the distribution of the risk factor that belongs to the automobile sector. The
threshold where the distribution of the risk factor is truncated is set so that the event that
the risk factor falls below the threshold has the same probability as the event that the
automobile production index falls below a corresponding threshold. This corresponding
threshold of the automobile production index is in turn defined so that the expected value
of the index, conditional on being below the threshold, equals the forecast of a downturn
in the automobile sector. In this way the stress forecast is linked to the threshold of
the unobservable risk factor without having to specify a functional relationship between
this risk factor and the production index. This stress test methodology is plausible in
the sense that the stress scenario should be believable and have a certain probability of
actually occuring. It is also consistent with the existing quantitative framework since we
employ the same model which is also used under baseline conditions and we make use of
all information contained in the parameter estimates of this model.

The need to take into account the reaction of other risk factors if one or more risk factors
are stressed in order to avoid a material underestimation of the stress impact has been
recognized in Kupiec (1998). Our stress test design and the underlying credit risk model
draw heavily on the work by Bonti et al. (2006) but differs in important ways. Firstly, since
we have access to the German central credit register, we can apply it to a cross-section
of 28 different banks. Secondly, we extend our analysis by additionally considering the
impact on banks’ capitalization, in this case measured by the own funds ratio. Thirdly,
since we do not have access to borrower-specific default probabilities, we have to revert to
sector-dependent average default probabilities, which we consider to be one of the most
severe limitations of our analysis.6 A related methodology was also applied by Elsinger
et al. (2006) with a stronger focus on financial stability aspects.

Our results can be useful from the perspective of a risk manager, a central bank or a
supervisor. From a risk management perspective, our results provide an empirical imple-
mentation of the stress testing methodology proposed by Bonti et al. (2006). Although
the number of 28 banks in the sample is relatively low compared to the total number of
2301 German banks, their aggregated total assets amount to almost 60% of the total as-
sets of the German banking system.7 Therefore, from a financial stability perspective our
results can give valuable information as to the resiliency of a major part of the German
banking system against an external shock to the automobile sector. Finally, the perfor-
mance of individual banks, particularly the change of their own funds ratios, may be useful

6This restriction will be lifted in future work when the German credit register is extended to include

PD estimates of all banks adopting the internal ratings based approach of Basel II.
7Furthermore, the total credit exposure of the 28 banks amounts to 75% of the total credit exposure

of German banks to non-financial firms, measured in terms of banks’ credit volume captured by the credit

register.
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information for supervisory purposes.

Our main results are the following:

1. The expected loss (EL) increases under stress conditions by 70%–80% for all banks
in the sample. As a consequence, the own funds ratio decreases on average by
0.6 percentage points which means that the banks in the sample overall stay well-
capitalized in the specific stress scenario for the automobile sector.

2. EC increases under stress by 8%–20% and somewhat more sharply if ES is applied
as a risk measure (12% to 22%). In both cases, it is still significantly lower than
the increase in EL, always measured relative to the value under baseline conditions.
Expressed in percentage points, referring to the nominal loan exposure, the average
increase in EL across banks (0.34 percentage points) is, however, lower than the
average increase in EC (0.54 percentage points).

3. The significant impact on EC and the even stronger impact on EL are mainly driven
by the effect of inter-sector correlations. If only the isolated impact on the automo-
bile sector is considered, EL of the total portfolio increases by less than 2.5%. This
low number is explained by the relatively small portfolio share of the automobile
sector. Therefore, the results underline the need to account carefully for inter-sector
dependencies even if a stress scenario in a single sector is analyzed.

4. The level of EC is substantially higher (on average about 16%) for portfolios of
real banks compared with highly fine-grained or infinitely granular portfolios with
otherwise the same risk characteristics. The relative increase in EC due to the stress
scenario, however, is similar in both cases. This indicative finding suggests that the
computationally more tractable case of an infinitely granular portfolio can provide
a reasonable proxy of the stress impact on the VaR. Further robustness checks,
however, are needed if PDs are heterogenous on the borrower level.

5. Our results are robust against replacing a constant intra-sector asset correlation by
sector-dependent correlation estimates. More specifically, the average increase in
EL, EC and ES under stress is approximately only 3% lower than in the case of a
constant intra-sector asset correlation.

6. A robustness check with larger inter-sector correlations shows a materially higher
relative increase in EL of up to 16.4 percentage points, whereas the relative increase
in EC is slightly lower. Therefore, good estimates of the asset correlations are a key
prerequisite for meaningful stress test results.

The paper is structured as follows. Section 2 describes the data on banks’ credit portfolios
and the correlation estimates. The design of the stress scenario and the portfolio credit risk
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model are presented in Section 3. The impact of the stress scenario on banks’ portfolios is
measured and discussed in Section 4. Section 5 contains a sensitivity analysis with respect
to the granularity of the exposures in the portfolio, the use of constant versus sector-
dependent intra-sector asset correlations as well as the level of inter-sector correlations.
Section 6 summarizes and concludes.

2. Data and Descriptive Analysis

In order to base our stress test results on realistic input parameters, we employ information
on credit portfolios of German banks that was extracted from the credit register maintained
by the Deutsche Bundesbank. The reference date is September 2006. The credit register
contains bank loans exceeding e 1.5 million, i.e. smaller loans are not considered. Credit
information is available only at borrower level, not at facility level. As a particularity, the
credit register aggregates borrowers to borrower units, which are treated as single credit
entities because of business ties or legal linkages.8 Companies not belonging to a borrower
unit are treated as single entities. Loans granted within borrower units are omitted in
this exercise. Credit risk mitigation techniques in the form of guarantees and plain-vanilla
credit default swaps are taken into account in the exposure amount.

The sample of 28 banks comprises all German banks which have at least 1000 borrow-
ers/borrowers units included in the credit register. This limit was imposed in order to
ensure that the loan information in the credit register is sufficiently representative of the
bank’s actual credit portfolio.

The analysis requires every borrower and borrower unit to be assigned to one industrial
sector. For single firms, the sector can be assigned directly according to their field of
business. In the case of borrower units, this information is not available in the database.
The industrial sector covering the largest percentage of the borrower unit’s total loan
amount is used instead. This assignment is reasonable since, on average for all borrower
units, the share of the largest industrial sector amounts to 89%.

Since the credit register does not contain information on the credit quality of single bor-
rowers, we have to revert to sector-dependent average probabilities of default (PDs) which
are deduced from historical insolvency rates, available from the German Federal Statistical
Office.9 In order to calculate PDs, the ratio of average default events in 2005 and 2006 to
the number of existing companies is used.

8A borrower unit comprises for example companies which are formally independent but which are

considerably influenced or controlled by one of these companies.
9See Table 4 of the Appendix.
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The definition of sectors follows the Industry Classification Benchmark (ICB), which is con-
venient for the estimation of inter-sector correlations. The ICB classification was originally
developed by the Financial Times Stock Exchange and Dow Jones to create a standard
for trading and investment decisions. It distinguishes four hierarchical sector levels which
comprise ten sectors at the top level and 104 sub-sectors at the base level. For this study,
we use the second aggregation level that comprises 18 sectors. For the analyses, the ICB
classification has two main advantages: Firstly, stock indices are readily available which
can be directly mapped to the ICB classification. Secondly, the industrial sectors used in
the credit register of the Bundesbank can also be easily matched to the ICB classification.

The banking sector is excluded from the study owing to its specific characteristics, for
example, the monitoring by banking supervisors and the particularities of the inter-bank
market, which constitutes a major section of inter-bank exposures. Furthermore, since no
German company is listed in the oil and gas sector, the analyses are limited to 16 sectors
instead of 18.

The inter-sector correlations are estimated from weekly log-returns of stock indices over a
time frame of two years just before the reference date. In order to differentiate between
industry sectors, Dow Jones Eurostoxx sub-indices are used, which can be matched to the
16 ICB sectors. The correlation matrix was estimated from index returns during 2005 and
2006 and is shown in Table 5 of the Appendix.

Figure 1 shows the distribution of the aggregated credit claims among the sectors, both for
the 28 selected banks and for all domestic banks. The 28 chosen banks cover approximately
75% of the volume of claims granted to non-financial companies included in the credit
register. This explains why their credit distributions among the different sectors are quite
similar to those of all domestic banks. The distribution indicates high concentrations in
two sectors, financial services (approx. 40%) and industrial goods and services (approx.
20%). Since banks in their function as borrowers are excluded from our analyses and since
insurance firms are assigned to a separate sector, a considerable percentage of loans to
the financial-services sector is given to other financials, in particular to capital investment
companies.

The share of the automobiles and parts sector appears relatively small. Yet it has to
be considered that, owing to the sector correlation matrix, the stress event also affects
other industries with economic ties to this sector. In order to draw conclusions on the
contribution of a specific sector to the entire portfolio risk, both the credit exposure and
the correlations with other sectors have to be considered.

Table 1 provides some more detailed balance sheet information on the sample of banks.
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Figure 1. Sectoral Distribution of Credit Exposures

This figure shows the relative loan share of individual sectors relative to the

total credit volume, both for banks in the sample and all German banks.
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Table 1

Average Balance-sheet Ratios

This table shows selected balance-sheet ratios of the sample of 28 banks. The

balance-sheet ratios are averaged for different banking sectors.

Banking sector Number Average Average Average
of banks balance market subscribed

sheet total capitalisation capital
(e million) (e million) (e million)

Large private banks 4 764603 30883 4038
Other private banks 8 108639 4304 920
Savings banks 13 217650 – 4780
Cooperative banks 3 154864 – 2424

Four banks are large commercial banks, eight “other” commercial banks, i.e. excluding
large commercial banks, 13 belong to the savings bank sector, which also comprises the
Landesbanken, and the remaining three are cooperative banks.

In order to measure if sectoral concentrations have an impact on a bank’s credit quality,
we employ the Herfindahl-Hirschman Index (HHI). If such a relation existed, it would
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underline the importance of sectoral concentrations for the credit quality. If not, no
conclusion is possible because it may simply be due to limitations of heuristic risk measures
or because the bank accounts for sectoral risks otherwise, for example through holding an
additional capital buffer. Figure 2 suggests that any relation between rating grades and
sector concentrations measured by the HHI is weak at best. The same holds for a modified
HHI∗ which also captures the borrowers’ credit risk

HHI =
∑

i

w2
i and HHI∗ =

∑
i

PDi

PD
w2

i (1)

where PDi denotes the default probability in the i−th sector, PD the average default
probability of all sectors and all banks in the sample, and wi the portfolio share of the
i−th sector defined as the ratio of the loan amount in the i−th sector to the total loan
amount of the portfolio. Comparisons between, firstly, the capital ratio and both HHI
indices and, secondly, PDs and HHI indices do not suggest any strong interrelation either.
Although the exact reason for the weak relation between the concentration indices and
the banks’ risk ratings (or other risk indicators) is left for further research, a model-based
assessment of sectoral concentration risks which is carried out in this paper offers at least
a viable and theoretically superior alternative.

Figure 2. Rating of Standard & Poor’s and Herfindahl-Hirschman-Index

This figure shows the rating of Standard & Poor’s against the Herfindahl-

Hirschman-Index at sector level for all rated banks in the sample.
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3. Stress Scenarios and Methodology

3.1. Credit Risk Model

In order to capture all aspects of credit risk, including default dependencies, a CreditMetrics-
type portfolio model is applied which is frequently used in the banking business for credit
risk modeling. Our implementation of this model-type considers a one-period time horizon
and differentiates between two states of a default-trigger variable, default and non-default
at the end of a one-year risk horizon.10 An obligor defaults if the default trigger – cor-
responding to the asset value in the classic Merton model – falls below an exogenously
determined default barrier.

The portfolio losses due to credit defaults are described by the following loss function LN :

LN =
N∑

i=1

wi · LGDi · 1{Yi≤ci} (2)

LN denotes the total loss of the bank portfolio which is composed of credit claims to N

borrowers or borrower units. The relative share of a single loan in the entire portfolio is
indicated by wi whereas the corresponding probability of default and the expected loss
severity are described by PDi and LGDi. Since we do not have information on the ratings
or PDs of individual borrowers, the PDs are estimated from historical default rates on
a sector basis. Table 4 in the Appendix shows the PDs sector by sector, which were
calculated as average default rates over two years. The LGDs of all borrowers are set
to 45% which is the value set by supervisors for senior unsecured corporate exposures in
the foundation internal ratings-based approach of Basel II. The indicator function 1{...}
denotes a binary random variable which takes the value of one if a loan defaults, and zero
otherwise. A default event occurs if the default trigger Yi falls below the default barrier
ci. Since Yi has a standard normal distribution by construction (see below), the default
barrier ci = Φ−1(PDi) can be directly derived from the probability of default where Φ()−1

denotes the inverse of the cumulative normal distribution function.

The default trigger Yi economically represents the change in the unobservable and appro-
priately normalized asset value of the company up to the end of the risk horizon. It has
two components:

Yi = r · Xs(i) +
√

1 − r2 · εi. (3)

10A generalization of the model framework towards a mark-to-market valuation which considers migra-

tion risk in addition to default risk would be possible, but is not implemented in the current approach

owing to data constraints.
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The first risk component is the sector-dependent systematic risk factor (sector factor)
Xs(.) and the second component is the borrower-dependent (or idiosyncratic) risk factor
εi. Both components are mutually and pairwise independent and have a joint standard
normal distribution. As initially assumed, each loan is uniquely assigned to one out of S
business sectors. Let s : {1, ..., N} → {1, ..., S} denote a mapping of the borrower to a
sector. The sector factors Xs(.) are normally distributed. The estimate of their correlation
matrix Ω is given by Table 5 in the Appendix. For simulating the loss distribution of the
portfolio, it is convenient to express Xs(i) as a linear combination of independent standard
normal systematic factors Zk

Xs(i) =
S∑

k=1

αs(i),k Zk. (4)

The linear coefficients αs(i),k are obtained from a Cholesky decomposition of the correlation
matrix Ω.

The coefficient r determines the relative weight of the systematic and non-systematic risk
factor, i.e. the closer its value is to one, the higher the systematic risk. Since the asset
correlation of any pair of borrowers i and j is given by

ρi,j ≡ cor(Yi, Yj) = r2 ωs(i),s(j), (5)

the parameter r can be determined if the asset correlation and the correlation between
the two sector factors are known. The intra-sector correlation equals r2 and is the same
for all sectors.11 For practical purposes, we take the average asset correlation ρ of small
and medium-sized German companies12, an empirical value of 0.09, and the mean value
ω = 0.648 of the correlation matrix given by Table 5 in the Appendix. With these values,
r is calculated by

√
ρ/ω and equals 0.373.

In order to calculate the risk measures, the loss distribution is determined by Monte-Carlo
simulations. In every simulation run, S + N independent and standardized normally
distributed random numbers are generated. The sector factors can be calculated as linear
combinations of the first S random numbers, whereas the idiosyncratic risk factors are
determined by the remaining N realizations of the random numbers. The portfolio loss
can subsequently be calculated by means of equations 2 and 3. EL, EC and ES are used
as risk measures for the credit portfolio before and after stress. Both EC and ES refer to
the 99.9% quantile of the loss distribution. Following common industry practice, both risk
measures are defined after subtraction of (unconditional) EL.

11The assumption of constant intra-sector correlations across sectors is relaxed in Section 5.
12See Hahnenstein (2004).
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3.2. Design of the Stress Scenario

The key idea of our stress testing methodology is based on Bonti et al. (2006). The stress
scenario is defined by constraints on the systematic risk factors of those sectors which we
want to stress. Constraining the sample space of these factors offers several advantages.
The probability of stress conditions before stress is automatically known which gives an
indication about the severity of the scenario. Furthermore, the original model parameters
are kept with the consequence that all the information used for their estimation is still
harnessed. Contrary to stressing correlations directly, the problem of keeping the stressed
correlation matrix positive semi-definite is avoided.

In the baseline scenario, i.e. before the stress event occurs, a standard normal distribution
is assumed for all sector factors. In the stress scenario, only realizations of the sector
factor which are below a scenario-specific threshold are considered. Technically speaking,
the marginal distribution associated with the sector factor is restricted to a lower half-space
limited by the upper threshold of the scenario.

In principle, this scenario threshold can be derived from a macroeconomic model. Our
stress test follows a pragmatic approach in which the expectation value of an observable
macroeconomic variable closely related to the risk factor of the stressed industry sector is
used as input. In order to determine the threshold value of the unobservable risk factor,
we also need the distribution function of the macroeconomic variable. This distribution
function can be approximated by the empirical distribution of the production index. Ac-
cordingly, the truncated distribution of the risk factor considered in the stress test reflects
realistic stress conditions observed in the past.

As we are dealing with a special/predetermined sector, we need to consider the avail-
able information on sector-specific expected developments and trends. We thus take into
account forecasts that, owing to stricter environmental regulations, the demand for cars
could increasingly shift towards less gas-consuming and less expensive models over the
coming years. The German automobile industry, which is traditionally mostly present in
the segment of powerful vehicles in the upper price range, would be particularly affected
by such developments, which could trigger a drop in German automobile production. Yet
how strongly it will be affected depends on its ability to adapt to these emerging trends.

A sudden decline in automobile production, however, can also have other explanations.
Market disturbances such as the sub-prime crisis starting in summer 2007 could also neg-
atively affect the automobile industry. A declining demand for vehicles due to stricter
credit conditions could cause the situation of an already fragile US car market to deterio-
rate. Since automobile exports have made an increasingly important contribution to the
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economic success of German automobile producers in recent years, this could also have
material repercussions for the German automobile industry.

In light of these economic considerations, we assess the impact of a stress scenario in the
automobile sector, more specifically of a sudden decline in automobile production, on the
credit portfolios of our sample of 28 banks. Our trigger event refers to an expected decline
in automobile production by 10% which is motivated by historical data. The de-trended
log-returns of the underlying automobile production index between 1996 and 2007 are
illustrated in Figure 3. The values can be used as an empirical frequency distribution of
the yearly index variations. The horizontal line at the ordinate value of -0.1 indicates a
10% decline of the index value, subsequently assumed as a reference point for the stress
scenario. Since various more pronounced drops in the index value occurred during the
observation period (e.g. in fall 2003), a decrease of 10% is regarded as an exceptional, but
not an extreme, scenario.

In order to consider the stress scenario within the portfolio model, the expected decrease
in the index value induced by the stress event needs to be mapped to the systematic
and unobservable risk factor of the automobile sector. For this purpose, the empirical
distribution of the historical yearly log-returns of the index is restricted by an upper
threshold in such a way that the log-returns of the truncated distribution average the
expected index decline of 10% under stress conditions. Given a conditional expected
index return of −10%, the upper threshold of the log-returns implies a probability of 33%
that returns are below the threshold. The probability of 33% is transferred to the risk
model, i. e. to the unobservable systematic risk factor of the automobiles and parts sector.
Because of a standard normal distribution of the sector factor (before stress), the scenario
threshold amounts to −0.44.

In principle, it is well possible that the production index and the sector factor are not
highly correlated, for example in the case of a non-linear dependence. Our approach takes
this into account by distinguishing between both of them and linking them such that the
probabilities of the scenarios are the same under stress conditions.

The impact of the stress event is also captured for the remaining sectors, which is a crucial
advantage of employing the underlying multi-factor risk model. Since the sector factors
are correlated with one another, the stress event is transferred to other sectors and affects
the distributions of the remaining sector factors. Figure 4 illustrates the distribution of
the risk factors before (upper part) and after (lower part) the application of the stress
scenario, both for the automobiles and parts (left side) and industrial goods and services
sectors (right side). The mean values of the distributions are marked as vertical lines.

In the left-hand part of Figure 4, the impact of the stress scenario and the restriction of the
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Figure 3. Log-returns of the Production Index of the Automobile Sector

This figure shows the yearly log-returns of the production index of the auto-

mobile sector from January 1996 to January 2007.
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risk factor in the 33% quantile can be clearly identified. Owing to correlation effects, the
stress event also affects the remaining sectors which is illustrated in the right-hand part
for the industrial goods and services sector. As a consequence, the conditional distribution
of this sector factor and its mean are likewise shifted towards the negative domain. Due
to the above average correlation with the automobiles and parts sector (see Table 5 in the
Appendix), this shift is also above average.

4. Results for the Stress Scenario

In this section we present the results of the stress test first in terms of EL of the credit
portfolios of the banks in the sample and second in terms of the impact of the banks’
own-funds ratios.

The results for EL, EC and ES are based only on loans to non-financial companies and
shown in Figure 5. The changes in EL, EC and ES due to the stress event are sorted
in ascending order according to the relative increase in EL. Based on the chosen stress
scenario, the results indicate a considerable and relatively similar increase in EL in a range
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Figure 4. Frequency Distribution of the Systematic Risk Factors

This figure shows simulated frequency distributions of the systematic risk fac-

tors before stress (upper part) and after stress (lower part) of the sectors

automobiles and parts (left) and industrial goods and services (right).

2 0 2 4

0.1

0.2

0.3

0.4

2 0 2 4

0.1

0.2

0.3

0.4

2 0 2 4

0.2

0.4

0.6

0.8

1.0

2 0 2 4

0.1

0.2

0.3

0.4

0.5

of generally between 70% and 80%.13 A higher increase in EL than in EC is only observable
if measured relative to the baseline values of EL and EC. Expressed in percentage points
(referring to the nominal loan exposure), the average increase in EL across banks (0.34
percentage points) is, however, lower than the average increase in EC (0.54 percentage
points).

Note that, for all banks, the share of loans granted to the automobiles and parts sector
is below 2% and thus is only a very minor share of the entire credit portfolio. Therefore,
compared with the overall bank portfolio, the overall effect of the stress event on loans to
the automobile sector is rather limited. This is confirmed by the first diagram of Figure 6
which plots the relative increase in EL against the relative portfolio share of the automobile
sector for the 28 banks in the sample. As expected, only a weakly positive relation between

13Compared with the other institutions, the increase in EL of one particular bank amounting only to

approximately 60% is considerably lower. The reason for this is the business model of this bank, which

has the consequence that loans are granted to sectors with relatively low correlations with the automobile

sector.
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Figure 5. Impact of Stress Scenario on Expected Loss, Economic Capital and
Expected Shortfall

This figure shows the relative change of expected loss (EL), economic capital

(EC) and expected shortfall (ES) in the stress scenario for all 28 banks in the

sample. The figures are shown as percentages.
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the portfolio share of the automobile sector and the EL increase is observable.

In order to explain the relatively large increase in EL across all banks, it is important
to consider the correlations between the sectors. Owing to these correlations, the stress
is transferred from the automobile sector to other sectors which can have a considerably
bigger share of the credit portfolio. The industrial goods and services sector, for example,
with a relatively high correlation with the automobile sector, has a portfolio share between
3.4% and 33.5% among all chosen banks. Since the declining credit quality of the automo-
bile sector affects this sector owing to a high correlation, the overall increase in EL is more
pronounced than if the automobile sector were considered in isolation. Thus, the increase
in EL cannot primarily be attributed to loans granted to the automobile sector, but rather
to the impact of the stress event on the remaining sectors due to correlation effects. Note
that the impact of correlations should not be interpreted in the sense of economic causality
such that the model would explain a stress impact in those sectors in reaction of a stress
event in the automobile sector. What is captured instead is an impact in a statistical sense
such that “bad” draws of the automobile risk factor are more often accompanied by “bad”
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Figure 6. Portfolio Share of Automobile Sector and Expected Loss

This figure shows the relative portfolio share of the sector automobiles and

parts per bank compared with the relative increase in the expected loss of the

total portfolio conditional on the stress scenario. Inter-sector correlations are

accounted for the first diagram but not in the second diagram.
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rather than by “good” draws of the other risk factors. The correlation with other sector
factors can explain in this sense the strong increase in EL among all banks in spite of their
relatively low percentage of loans in the automobile sector.

In order to quantify explicitly the importance of inter-sector correlations for the loss dis-
tribution under stress, we measure in an auxiliary calculation the difference in the EL
increase between two cases: First, the case in which only the impact on the automobile
sector is included and, second, the case in which the impact on other sectors driven by
the inter-sector correlations is also considered. In detail, for the first case we estimate
losses under baseline conditions for all sectors except the automobile sector. For loans in
the automobile sector we consider instead losses conditional on stress conditions. For the
second case, which also captures the stress propagation through inter-sector correlations,
we use the previous results.

The relative increase in EL in the first case is depicted in the second diagram of Figure 6
depending on the portfolio share of the automobile sector. The level of the EL increase
which is below 2.5% for all banks is low compared with the increase of 70%-80% if the
inter-sector correlation effects are also considered. It is, however, well explained by the
very minor exposure share of the automobile sector, which is below 2% of their total
portfolio exposure for all banks in the sample. Furthermore, the scattergram reveals a
positive, broadly linear relation between the increase in EL and the portfolio share of the
automobile sector. Such a relation is not observable in the first diagram of Figure 6 in
which the overall change in EL is mainly driven by correlations with other sectors rather
than by the exposure size in the automobile sector.

Another striking observation in Figure 5 is that there are relatively small differences in
the EL increase between banks when disregarding one outlier bank with a lower increase
of around 60%. This is all the more surprising given that the portfolio distribution among
sectors varies from bank to bank such that different correlations take effect. One possible
explanation is the similar portfolio share of certain sectors, in particular industrial goods
and services and financial services, which have not only a relatively high correlation with
the automobile sector but also a large share of the banks’ credit portfolios (See also Figure
1). Since both sectors cover 60% of the entire credit portfolio on average, the increase in
EL is mainly driven by their correlation with the automobile sector. Since the portfolio
shares of both sectors are relatively similar across banks, the EL also rises in a similar
range.

According to Figure 5, the increase in EC measured relative to its value under base-
line conditions is lower than the overall increase in EL (8.7%–18.8% for EC compared
with 70%–80% for EL). An increase in EL is a first-order effect as it immediately affects
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net income and can trigger a bank failure if capital is exhausted and a bank becomes
overindebted.14 An increase in EC, instead, means that a larger capital buffer is needed
at the end of one year for potential future losses. This is still important as it could af-
fect the capital ratio, which is an important indicator of a bank’s risk-absorbing capacity.
Compared with an increase in actual losses, however, it is only a second-order effect as it
concerns the solvency under a high percentile, which is, in turn, conditional on the stress
scenario. Therefore, EL is considered as the primary concern of bank’s risk management
and serves as the key risk measure in the subsequent impact analysis on regulatory own
funds ratios.

The results for ES in Figure 5 differ from those for EC in that the measured relative
increase in risk is slightly higher. This is to be expected since – given the same confidence
level – ES refers to a point further in the tail of the loss distribution than EC.

Figure 7. EL Impact of Stress Scenario Against Sector-based HHI

This figure shows the impact of the stress scenario on the expected loss (EL)

against the sectoral concentration of the 28 banks in the sample. Sectoral con-

centration is measured by the Herfindahl-Hirschman-Index (HHI) calculated

from the portfolios’ sectoral exposures according to the ICB sector classifica-

tion.
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Figure 7 plots the percentage change in EL of all banks in the sample against the HHI,
14According to the German insolvency code, overindebtedness automatically causes insolvency.
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calculated on a sector basis. The diagram suggests a slightly positive relation between both
measures, yet it also points out the limits of relatively simple yardsticks for concentration
risk such as the HHI or HHI∗. Hence, only model-based analyses are able to provide
robust results on the impact of the stress event.

From a risk management perspective, it is not only important how the level of risk changes
under stress conditions. Rather, it is important to also consider the impact on the banks’
solvency. Below, the regulatory own funds ratios (OFR) of the chosen banks are used in
order to approximate the impact of the stress event on banks’ minimum required capital.
The regulatory requirements for own funds after stress are approximated as follows:

OFRstress =
regulatory own funds − ΔELstress

% · credit exposurecorporates

risk weighted assets incl. market risk
(6)

ΔELstress
% denotes the change in EL due to the stress event. It is measured in percentage

points, i. e. relative to the nominal credit amount. Although a proxy of the credit expo-
sure to corporate borrowers could be extracted from the credit register, we use a different
data source from banks’ regular reports for the following reason. The credit register only
contains loans above the reporting limit of 1.5 m e with the consequence that a compari-
son across banks could be biased.15 Therefore, the stress effects would be underestimated
for banks focussing on clients with single credit exposures below this reporting limit. As
a consequence, credit exposurecorporates is taken from regular reports by banks (Bilanzs-
tatistik) encompassing the total credit exposure to non-banks. Although these aggregate
numbers do not account for off-balance sheet exposures, as do exposure numbers in the
credit register, we believe that the greater coverage justifies their use. The impact of
off-balance sheet exposures is still reflected in ΔELstress

% , which is based on credit register
data. In other words, our approach intends to combine more risk-relevant information
from the credit register with data from a different source which better reflect banks’ total
credit exposures. It is conservative because ΔELstress

% is based on the granularity level
of the credit register. This granularity level is lower than for the total credit portfolio
because all loans below the reporting limit will increase the portfolio’s granularity.

Conditional on the stress scenario, the mean own funds ratio decreases by 0.6 percentage
points from 12.0% to 11.4% which indicates that banks in the sample would overall remain
well-capitalized in the underlying specific stress scenario.

15See Section 2 for further details.
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5. Sensitivity Analysis

5.1. Impact of Name Concentration

The stress test results for EL, EC and ES presented in the previous section can be consid-
ered conservative in the sense that the granularity or name concentration of the portfolio
is overestimated because the credit register does not contain credit exposures below the
reporting limit. Therefore, diversification benefits from smaller exposures in the portfo-
lio are not captured. Although data constraints prevent us from measuring this effect
directly, it is possible to estimate an upper bound of potential diversification effects by
assuming that the portfolio is infinitely fine-grained in every business sector. Under this
assumption, applying the law of large numbers conditionally on the factors shows that the
limiting loss is given by the expected loss conditional on the (orthogonal) systematic risk
factors Z1, ..., ZS

16

L∞ ≡ E [L|Z1, ..., ZS ] =
S∑

k=1

w̄k LGD Φ

(
Φ−1(pk) − r

∑S
j=1 αk,j Zj√

1 − r2

)
(7)

with sectoral exposure weights w̄k =
∑

{i: s(i)=k} wi. The simplified “asymptotic” model
represented by the loss distribution from (7) is computationally much more tractable. Al-
though it still requires Monte Carlo simulation, random numbers now only need to be
generated for the systematic risk factors but no longer for the idiosyncratic risk compo-
nents.

In terms of terminology, we refer below to the original bank portfolios as “finite”portfolios,
and the portfolios with the same risk characteristics except infinite granularity in every
business sector are referred to as “infinitely granular” portfolios. Table 2 compares sum-
mary statistics of EL, EC and ES, both for the finite portfolio analysed in the previous
section and for the infinitely granular portfolio under a baseline and a stress scenario. All
statistics refer to the sample of 28 banks. The statistics for the finite portfolios summarize
the results depicted in Figure 5.

We first discuss the results for the risk measure EL. The EL statistics under baseline
conditions are necessarily the same for both portfolios because, in the case of homogenous
and independent PDs and LGDs, the expected value does not depend on the exposure
distribution inside a business sector. Under stress, the mentioned EL statistics likewise
increase by almost the same amount in the case of both finite and infinite granularities.
This result suggests that the asymptotic approximation of the loss distribution as given by

16See Gordy (2003).
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Table 2

Summary Statistics of Risk for Real and Infinitely Granular Portfolios

This table shows summary statistics of expected loss, economic capital and

expected shortfall for a sample of 28 banks. We differentiate, firstly, between

banks’ real portfolios and infinitely granular portfolios with otherwise the same

risk characteristics and, secondly, between a normal and a stress scenario. All

results are given as percentages.

Portfolio granularity Finite Infinite
Scenario Baseline Stress Baseline Stress

Expected Loss
Maximum 0.54 0.92 0.54 0.92
75% quantile 0.45 0.80 0.45 0.80
Mean 0.44 0.77 0.44 0.77
25% quantile 0.40 0.73 0.40 0.72
Minimum 0.38 0.68 0.38 0.68
Economic Capital
Maximum 5.98 6.65 3.64 4.28
75% quantile 3.97 4.48 3.38 3.87
Mean 3.84 4.38 3.22 3.68
25% quantile 3.43 3.96 3.07 3.44
Minimum 3.05 3.48 2.72 3.07
Expected Shortfall
Maximum 7.41 8.39 4.94 5.91
75% quantile 5.20 6.16 4.58 5.49
Mean 5.07 5.99 4.39 5.24
25% quantile 4.65 5.52 4.20 4.98
Minimum 4.14 4.82 3.73 4.45

(7) properly reproduces the EL impact of the stress scenario in the finite portfolios. This
result is plausible for the following reason. Name concentration becomes important in the
extreme adverse tail of the loss distribution. In our stress test, we consider, however, a
half space of the stressed systematic factor such that many factor realizations of this and
other sectors are predominantly still relatively close to the center of the distribution.

Contrary to the risk measure EL, for which we find quite similar results for the infinitely
granular portfolio and the finite portfolio, the level of EC is significantly lower in the
infinitely granular case, for both the baseline and the stress scenarios. The difference is
16% for the mean and 10%–40% depending on the statistic. This increase in EC due to
name concentration is moderately stronger than observed in previous studies by Burton
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et al. (2006) and Düllmann and Masschelein (2007). Comparing EC under normal and
stress conditions, we find that the increase in EC is similar in both cases, amounting to a
range of 9%-19% depending on the statistic.

Summarizing these results, portfolio granularity has a significant impact on the level of
EC but it does not seem also to affect in the same way its relative increase from the stress
event. This finding confirms that results based on using an infinitely granular portfolio as
a proxy can substantially underestimate the level of required EC. They seem to provide,
however, a good proxy for the relative stress impact on EC.

Figure 8. Impact of Portfolio Granularity on Economic Capital

This figure shows the HHI calculated on exposure level against the percentage

change in EC for portfolios of 28 banks if the portfolio is replaced by a portfolio

with infinite granularity in every business sector but otherwise the same risk

characteristics. Results are further differentiated between baseline and stress

conditions.
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Figure 8 illustrates the impact of portfolio granularity measured by the decrease in EC if
the bank’s portfolio is replaced by a portfolio of infinite granularity but otherwise the same
risk characteristics. The results are shown for the baseline and the stressed scenario. In
both cases, the relation between EC and HHI appears to be broadly linear.17 Furthermore,
the magnitude of the impact on EC is almost identical in both cases.

17In the case of a single-factor credit risk model and an otherwise homogenous portfolio, a “granularity

adjustment” to the EC figure calculated for an infinitely granular portfolio is linear in the HHI. (See Gordy

and Luetkebohmert (2007) for an example of such a granularity adjustment).

22



A diagram similar to Figure 8 in which EC is replaced as risk measure by EL does not
show a similar dependence on HHI. This is to be expected as exposure concentrations
become more important in the tail of the loss distribution. The EL conditional on the
33% quantile of the automobile risk factor, however, is still too close to the center of the
distribution to show a similar relation between EC and HHI.

Finally turning towards the risk measure ES, the numbers in Table 2 show a similar, albeit
somewhat stronger increase under stress conditions than observed for EC. A stronger
increase is plausible as the ES refers to a point higher in the tail of the loss distribution
than the EC.

In summary, we find that the level of EC – contrary to EL – is rather different in the
portfolios with finite and infinite granularities. The relative increase in EC due to the
stress event, however, is similar for the finite and the infinitely granular portfolio. If EC
is replaced by ES, the results are similar except that the increase under stress conditions
is more pronounced.

5.2. Sector-Dependent vs. Constant Intra-Sector Asset Correlations

From an economic perspective it is plausible to assume that the average level of intra-
sectoral asset correlations between firms differs between sectors. It will, for example, be
higher in more cyclical industry sectors. This would suggest replacing the constant factor
loading r of the systematic risk factor in (3) by a sector-dependent value.

The previous assumption of intra-sector asset correlations being constant across sectors
is not only common practice. It is also motivated by empirical obstacles in estimating
differences in asset correlations of borrowers belonging to the same sector. The arguably
most natural way to estimate asset correlations inside a sector is to use stock returns of
listed companies and determine the R2 in an index model using the portfolio of companies
in the respective sector as index portfolio. The work by Hahnenstein (2004) demonstrates
how the composition of the index portfolios can substantially bias the results because the
R2 is then driven by the firm’s weight in the index portfolio rather than by the “true” asset
correlations. This sample bias becomes even more important if the percentage of listed
firms in a specific sector is relatively small and the listed companies are less representative
of the whole sector.18

Even if the level of R2 could be biased, the cross-sectoral differences between the average
R2 values, each computed for all firms in the same sector, may still be indicative of

18For this reason, we also refrain from using an empirically estimated function that relates asset corre-

lations, for example, to firm size, as is common procedure in the original CreditMetrics model.
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relative differences in asset correlations across sectors. Therefore, we calibrate the sector-
dependent R2 values such that their average value over all sectors is the same as the
(constant) asset correlation level used in Section 4. In other words, we use R2 only for
information on relative differences between the intra-sector asset correlations of different
sectors. The correlation level is – averaged over sectors – still the same as before. For
this purpose, R̂j , the square root of the R2 value for sector j, is scaled by the ratio of the
original factor weight r̄ in Section 4 and the average of the square root of the R̂j values
over all sectors. The sector-dependent factor weights rj are then defined as follows:

rj =
r̄

1
S

∑S
j=1 R̂j

R̂j . (8)

Table 3 summarizes both the original as well as the normalized factor weights of each
sector. Depending on the differing factor weights and the exposure distribution among
sectors of a respective bank, the resulting impact of the stress scenario can be either more
or less severe compared with the use of a unique factor weight.

Figure 9 illustrates the impact on EL, EC and ES for the 28 banks. For better compa-
rability, all banks are sorted according to the results of the main analysis (see Figure 5).
Compared with the main results, the EL, EC as well as ES increase in a similar magnitude
for almost all banks. However, depending on the individual factor weight of each sector
and varying exposure distributions among sectors for a respective bank, the mentioned
statistics slightly deviate from the main results. Hence, the EL does not exhibit the same
monotonic increase as in Figure 5.

As a general tendency, the increase in EL, EC and ES is marginally lower (approximately
3% on average) than in the results based on a uniform factor weight. One possible ex-
planation is that the financial services sector which covers an average portfolio share of
around 40% and which is highly correlated with the automobile sector is now assigned a
slightly smaller factor weight. As a consequence, the impact from cross-sector correlations
is slightly dampened.

In the case of the first bank in Figure 9, the EL increase is notably lower than in the
results based on a uniform factor weight (around 43% compared with 61% before). This
difference is mainly driven by considerable exposure concentrations within a specific sector
which is assigned a below-average factor weight.
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Table 3

Sector-dependent Factor Weights before and after Normalization

This table shows both the original and the normalised factor weights calculated

for each industry sector. The values are derived from the asset correlations of

all companies within a certain sector (R2-statistic). The normalized values are

adapted to the unique factor weight used in the main analysis (see Section 3.1).

Sector Factor weight Factor weight
before normalization after normalization

Chemicals 0.68 0.43
Basic Resources 0.63 0.40
Construction and Materials 0.66 0.42
Industrial Goods and Services 0.59 0.38
Automobiles and Parts 0.66 0.42
Food and Beverage 0.46 0.29
Personal and Household Goods 0.63 0.40
Health Care 0.28 0.18
Retail 0.54 0.34
Media 0.52 0.33
Travel and Leisure 0.59 0.38
Telecommunications 0.59 0.38
Utilities 0.55 0.35
Insurance 0.65 0.42
Financial Services 0.55 0.35
Technology 0.57 0.37

5.3. Sensitivity to Higher Inter-Sector Correlations

The results presented in Section 4 are based on correlation estimates from stock index
returns observed between 2005 and 2006. This time span was selected because it comprises
the last two years of our sample of bank portfolios. It is commonly known that asset
correlations are difficult to estimate. As we use equity returns as the basis of our correlation
estimation, one could argue that the comovement in stock prices is also driven by factors
unrelated to credit risk and also that asset correlations appear to be unstable over time.19

In order to measure the robustness of our results against errors in the correlation estimates,
we carry out a straightforward “correlation stress test”. For this purpose, we replace the
inter-sector correlation matrix by a correlation matrix estimated for the time period from

19See, for example, Bollerslev et al. (1988), Ang and Chen (2002) or Düllmann et al. (2007).
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Figure 9. Impact of Stress Scenario on Expected Loss, Economic Capital and
Expected Shortfall in case of Sector-Dependent Factor Weights

This figure shows the relative change of expected loss (EL), economic capital

(EC) and expected shortfall (ES) in the stress scenario for all 28 banks in the

sample. The figures are shown as percentages. In contrast to Figure 5, the

results are based on sector-dependent factor-weights calibrated to the uniform

weight used in the main analysis.
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1997 to 1998.20 This period exhibits the highest correlation estimates for the automobile
sector over two-year periods between 1995 and 2006.

With this new correlation matrix, we repeat the stress test on the portfolios of the 28
banks (see Figure 10). The relative increase in EL is again calculated relative to the
unconditional EL, which is the same as before. As expected, the relative increase in EL,
which ranges from 78%–93% across banks, is stronger than in the case of the original
correlation matrix (see Figure 5). The additional increase does not exceed 16.4 percentage
points.

In the case of higher inter-sector correlations, the relative EC increase is far weaker than
the increase in EL and even less than the increase in EC measured in the original stress
test in Figure 5. Because of the “correlation stress”, the loss distribution is shifted to the

20Since the coefficient r of the systematic risk factor depends on the average of the correlation matrix Ω

(see Section 3), this coefficient becomes 0.343 for this robustness check.
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Figure 10. Impact of Stress Scenario on Expected Loss and Economic Capital
in a High-Correlation Scenario

This figure shows the relative change of expected loss (EL), economic capital

(EC) and expected shortfall (ES) in the stress scenario for all 28 banks in the

sample. The figures are shown as percentages. In contrast to Figure 5, the

results are based on sector correlations observed from 1997 to 1998, a period

in which the highest correlations are measured.
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right-hand side. This shift, however, seems mostly to affect the losses closer to the center
of the distribution rather than in the tail such that EL is more affected than EC.

We finally analyzed the effect of the “stressed” correlations on banks’ regulatory own
funds ratios. The increased correlations have only a secondary impact on this ratio which
suggests that our stress test results are robust against “stressed” correlations in so far as
the impact on the banks’ solvency is concerned.

6. Summary and Outlook

In this paper we stress-test credit portfolios of 28 large German banks based on a Merton-
type multi-factor default-mode credit risk model. Rather than on a particular stress
forecast, the focus of the paper is, however, on the main drivers of the stress impact on
banks’ credit portfolios. The ad-hoc stress scenario assumes a downturn in the automobile
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sector. In this way, a wide range of stress events is considered instead of only a single
“point scenario”. Therefore, the typical assumption that the stress is no more severe than
its forecast can be avoided.

Our results reveal a strong increase of EL in the corporate credit portfolio across banks
which ranges between 70% and 80%, measured relative to the EL under baseline condi-
tions. From a bank-wide perspective, however, the impact appears to be less serious. The
own funds ratio decreases on average from 12% to 11.4%. Therefore, the banks in the
sample overall would stay well-capitalized in the specific stress scenario. Furthermore,
this discrepancy in numbers between the single portfolio perspective and the bank-wide
perspective suggests that it is important to look beyond actual portfolio losses in order
to assess the stress impact on a bank. In addition to EL, we also determine the impact
on EC and ES which increase under stress by 8%–20% and 12%–22% respectively, again
measured relative to baseline conditions. In both cases, this increase is significantly less
than for EL. Expressed in percentage points, referring to the nominal loan exposure, the
average increase in EL across banks (0.34 percentage points) is, however, lower than the
average increase in EC (0.54 percentage points).

The impact on EL, EC and ES is mainly driven by inter-sectoral correlations propagat-
ing the stress impact into other sectors. If only the impact on the automobile sector is
considered, EL of the total portfolio, for example, increases by less than 2.5%. These find-
ings argue in favor of accounting carefully for inter-sectoral dependencies even for stress
scenarios which are related only to a single sector.

The level of EC is, on average, about 16% and, therefore, substantially higher for portfolios
of real banks than for highly fine-grained or infinitely granular portfolios with otherwise the
same risk characteristics. Since the relative increase in EC and ES under stress conditions
is similar in both cases, the computationally more tractable case of an infinitely granular
portfolio can provide a reasonable proxy of the relative stress impact, at least if PDs are
homogenous in every sector as assumed in our study.

Our results are robust against replacing a constant intra-sector asset correlation by sector-
dependent correlation estimates. A further robustness check with higher inter-sectoral
correlations shows a relative increase in EL of up to 16.4 percentage points, which is
material. The relative increase in EC and ES, however, is slightly lower than in our
benchmark case.

Further research is warranted on the following two issues. Our results were obtained for
a specific sector scheme, in this case the ICB sector classification. It seems reasonable to
assess the relative impact of the stress scenario if an alternative sector scheme is used for
the same portfolios.

28



The limitation of sector-dependent default probabilities should be lifted by borrower-
dependent PDs. This is not only important in light of recent research21, which confirms a
material impact of borrower-dependent PDs. Rather, any cross-sectional comparison be-
tween banks in terms of their risk can be distorted if the individual institution’s borrower
selection is not accounted for.

21See, for example, Düllmann and Masschelein (2007) and Hanson et al. (2005).
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Appendix

Table 4

Insolvency Rates of 16 Business Sectors in 2005 and 2006

This table shows historical insolvency rates from the German Federal Sta-

tistical Office for 16 sectors according to the ICB sector classification. The

insolvency rates are calculated separately for 2005 and 2006 and averaged in

the last column.

Sector 2005 2006 Average

Chemicals 1.4% 0.9% 1.1%

Basic Resources 1.1% 0.8% 1.0%

Construction and Materials 2.4% 1.8% 2.1%

Industrial Goods and Services 1.3% 1.1% 1.2%

Automobiles and Parts 1.4% 0.8% 1.1%

Food and Beverage 0.9% 0.7% 0.8%

Personal and Household Goods 1.0% 0.8% 0.9%

Health Care 1.3% 1.2% 1.2%

Retail 0.9% 0.8% 0.9%

Media 1.5% 1.2% 1.3%

Travel and Leisure 1.1% 1.0% 1.0%

Telecommunications 3.3% 3.0% 3.2%

Utilities 0.1% 0.1% 0.1%

Insurance 0.0% 0.8% 0.4%

Financial Services 0.9% 0.7% 0.8%

Technology 1.0% 0.8% 0.9%
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