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Non-technical summary

Research Question

The 2008 international financial crisis and the subsequent European sovereign debt and
banking crises highlighted the importance of financial intermediaries in determining real
economic outcomes. At the current juncture, one particular concern is the weak invest-
ment rate in many euro area countries in front of a backdrop of subdued bank lending.
While credit dynamics are generally thought to be an important determinant of macroe-
conomic fluctuations, identifying the origin of variations in credit is hard since the total
loan volume in an economy is a function of both credit demand and credit supply.

Contribution

Here, we apply the methodology developed by Amiti and Weinstein (2013) to a rich
dataset of matched bank-firm loans in the Portuguese economy for the period 2005 to
2013. The decomposition framework uses the micro-level variation of bank-lending across
different borrowers together with general equilibrium linkages in order to identify shocks
to the credit supply of individual banks as well as firm, industry and common shocks for
every year in the dataset. We show that the methodology – originally conceived for the
use with large firms – has a wide applicability and can also be employed in the presence
of small firms, which account for the bulk of firms in Portugal and other economies.

Results

We demonstrate that credit supply shocks have a strong impact on firm-level investment
in the Portuguese economy over and above aggregate demand conditions and firm-specific
investment opportunities. Firms with access to alternative financing sources are found
to be generally less vulnerable to the adverse effect of bank shocks on investment and
partially manage to offset their shortfall of bank credit by increasing their financing from
other sources. Larger firms also appear to be in a better position to cope with the
unfavourable effects of bank shocks mainly since their banks do not curtail their credit
supply as much as for small firms. One particular advantage of the methodology by Amiti
and Weinstein (2013) is that it provides macro-level estimates of bank shocks that are
consistent with the micro-level shock decomposition. We use these macro-level estimates
of bank shocks from our decomposition exercise and show that granular credit supply
shocks in the banking system account for around 20 percent of the variation in aggregate
lending and between 20 to 40 percent of aggregate investment dynamics in Portugal.
This implies that idiosyncratic shocks to large credit institutions do not average out in
the aggregate, but can have a considerable effect on total lending and investment in
economies with concentrated banking systems.



Nichttechnische Zusammenfassung

Fragestellung

Die internationale Finanzkrise von 2008 und die europäische Staatsschulden- und Ban-
kenkrisen haben deutlich gemacht, welchen Einfluss Finanzintermediäre auf die realwirt-
schaftliche Entwicklung haben können. Besonderen Anlass zur Sorge liefert derzeit die
Tatsache, dass vor dem Hintergrund einer verhaltenen Bankkreditvergabe zahlreiche Euro-
Länder nur eine geringe Investitionsquote aufweisen. Doch obgleich die Kreditdynamik im
Allgemeinen als wichtige Bestimmungsgröße von gesamtwirtschaftlichen Schwankungen
gilt, sind die Ursachen für die Fluktuationen bei der Kreditvergabe schwer zu identifizie-
ren, da das Gesamtvolumen der Kredite in einer Volkswirtschaft nicht nur vom Kreditan-
gebot, sondern auch von der Kreditnachfrage abhängt.

Beitrag

Wir stützen uns in diesem Diskussionspapier auf die von Amiti and Weinstein (2013)
entwickelte Methodik und wenden diese auf einen umfassenden Satz einander zugeordne-
ter bank- und firmenbezogener Kreditdaten aus Portugal für den Zeitraum von 2005 bis
2013 an. Bei der Zerlegung werden Veränderungen der Bankkreditvergabe an verschiede-
ne Kreditnehmer zusammen mit allgemeinen Gleichgewichtsbeziehungen betrachtet, um
Schocks zu ermitteln, die sich auf das Kreditangebot einzelner Banken auswirken, und
um unternehmens- sowie branchenspezifische und allgemeine Schocks für jedes Jahr des
Datensatzes zu identifizieren. Wir zeigen, dass die Methodik, welche ursprünglich mit
Blick auf große Unternehmen konzipiert wurde, weithin anwendbar ist und sich auch für
die Betrachtung kleiner Unternehmen eignet, welche in Portugal wie auch in anderen
Volkswirtschaften den zahlenmäßig größten Teil des Unternehmenssektors bilden.

Ergebnisse

Wir belegen, dass Kreditangebotschocks einen starken Einfluss auf die Unternehmensin-
vestitionen in der portugiesischen Wirtschaft haben und zwar über gesamtwirtschaftliche
Nachfragebedingungen und firmenspezifische Investitionsmöglichkeiten hinaus. Dabei sind
Unternehmen mit Zugang zu alternativen Finanzierungsquellen im Allgemeinen weniger
anfällig gegenüber den investitionsdämpfenden Effekten von Bankenschocks und können
fehlende Bankkredite teilweise durch eine stärkere Inanspruchnahme anderer Finanzie-
rungsquellen kompensieren. Auch scheinen größere Unternehmen mit den negativen Effek-
ten eines Bankenschocks besser zurechtzukommen, vor allem da die Banken ihnen gegen-
über das Kreditangebot nicht so sehr einschränken wie gegenüber kleinen Unternehmen.
Ein entscheidender Vorteil der von Amiti and Weinstein (2013) entwickelten Methodik
liegt darin, dass sie Schätzungen von Bankenschocks auf der Makroebene ermöglicht, die
mit der Zerlegung der Schocks auf der Mikroebene im Einklang stehen. Anhand der aus
unserer Aufschlüsselung gewonnenen Schätzungen der Bankenschocks auf der Makroebene
können wir feststellen, dass rund 20 Prozent der Schwankungen der Gesamtkreditvergabe
und 20 bis 40 Prozent der Dynamik der gesamtwirtschaftlichen Investitionen in Portugal
auf granulare Kreditangebotschocks im Bankensystem zurückzuführen sind. Das bedeutet,
dass sich idiosynkratische Schocks, die große Kreditinstitute betreffen, unter dem Strich
nicht ausgleichen, sondern vielmehr erhebliche Auswirkungen auf die Gesamtkreditverga-
be und die Investitionen in Volkswirtschaften mit konzentriertem Bankensystem haben
können.
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1 Introduction
Assessing the impact of bank shocks on the real economy has increasingly gained in im-
portance since the 2008 international financial crisis and the subsequent sovereign debt
and banking crises in several European countries. In particular, persistently weak invest-
ment in front of a backdrop of low bank lending in euro area economies has been a major
concern (European Central Bank, 2014; Task Force of the Monetary Policy Committee
of the ESCB, 2015). Although credit dynamics are generally thought to be an impor-
tant determinant of macroeconomic fluctuations (e.g. Bernanke and Gertler (1995) and
Ashcraft (2005)), identifying the origin of variations in credit is hard since the total loan
volume in an economy is a function of both credit demand and credit supply.

While initial contributions to identify credit supply shocks were based on aggregate
data (e.g. Rosengren and Peek (2000)), more recent studies have made use of the increas-
ing availability of matched bank-firm loan datasets.1 These micro-level studies exploit
the across-bank variation of an exogenous event affecting bank lending as well as the fact
that firms obtain their loans from different credit institutions (Amiti and Weinstein, 2011;
Chava and Purnanandam, 2011; Jimenez, Ongena, Peydro, and Saurina, 2012; Schnabl,
2012; Chodorow-Reich, 2014; Iyer, Peydró, da Rocha-Lopes, and Schoar, 2014; Miyakawa,
Hosono, Uchino, Ono, Uchida, and Uesugi, 2015; Dwenger, Fossen, and Simmler, 2015;
Kaoru, Daisuke, Taisuke, Makoto, Arito, Hirofumi, and Iichiro, 2015; Paravisini, Rap-
poport, Schnabl, and Wolfenzon, 2015). For example, Khwaja and Mian (2008) use the
withdrawal of deposits after the suspension of exchange rate liquidity by the IMF follow-
ing nuclear tests in Pakistan in 1998 in order to quantify the effect of bank credit supply
shocks on the borrowing of firms with different characteristics. The main obstacle for
applying the previous approaches to other countries is the difficulty of finding suitable
instruments to identify credit supply shocks. Even if these instruments are available, the
analysis is usually limited to studying one particular episode. Another shortcoming is
that while these studies convincingly address the identification problem at the firm-level,
they remain silent on the aggregate effect of credit supply shocks.

All of the three points above are addressed by the methodology proposed by Amiti
and Weinstein (2013) (henceforth AW), which exploits the variation of firm borrowing
across multiple banks in order to identify credit supply shocks and imposes an adding-
up constraint to assure consistency with loan growth at the aggregate level. Since the
approach by AW does not rely on instrumental variables, it permits the identification
of a wide range of factors affecting bank credit supply such as bankruptcies, regulatory
interventions or trading errors for every year in the dataset. The methodology yields
a complete decomposition of loan growth rates both at the micro- and macro-level into
bank, firm, industry and common shocks.

Our paper applies the methodology by AW to a unique dataset of Portuguese firms
and banks for the period 2005 to 2013 and contributes to the literature along three main
dimensions. First, AW exclusively focus on the sample of firms listed in the Japanese
stock market consisting mainly of large firms with multiple banking relationships, which
at first sight appears to be a requirement for the usefulness of the approach. We show that
the applicability of the decomposition framework by AW is much more general and that

1Hosono and Miyakawa (2015) provide a comprehensive survey of the literature on the identification
of adverse shocks to bank lending and their effect on firm activities.
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it can also be used for samples that are more representative of the population of firms as a
whole, i.e. including a large share of small firms with few bank relationships (Axtell, 2001;
Cabral and Mata, 2003; Khwaja and Mian, 2008). This derives from the fact that the
imposition of an adding-up constraint introduces weights into the estimation, resulting
in bank shocks being identified mainly through lending relations with larger firms, which
account for the major part of the total loan volume in Portugal. This insight contributes
to bridging the gap between micro- and macro-level analysis since it implies that credit
registry datasets in most countries – which come close to representing the universe of
loans in an economy – should be amenable to the estimation methodology by AW.

Second, we show that credit supply shocks have a strong impact on firm-level in-
vestment in the Portuguese economy over and above aggregate demand conditions and
firm-specific investment opportunities. In addition, we also consider how the effect of
credit supply shocks on investment varies with the capital structure and size of firms. We
find that firms with access to alternative financing sources are generally less vulnerable
to the adverse effect of bank shocks on investment and partially manage to offset their
shortfall of bank credit by increasing their financing from other sources. Larger firms also
appear to be in a better position to cope with the unfavourable effects of bank shocks
mainly since their banks do not curtail their credit supply as much as for small firms. Our
findings on the mitigating effects of alternative financing sources and firm size are in line
with studies using other identification strategies and/or focusing on different countries
and particular episodes (Khwaja and Mian, 2008; Schnabl, 2012; Chodorow-Reich, 2014;
Iyer et al., 2014; Dwenger et al., 2015; Paravisini et al., 2015).

Third, we use the macro-level estimates of bank shocks from our decomposition exer-
cise and show that granular credit supply shocks in the banking system account for around
20 percent of the variation in aggregate lending and between 20 to 40 percent of aggre-
gate investment dynamics in Portugal. The broad coverage of firms in the micro-dataset
under consideration as well as the study of a European economy under financial stress
and economic adjustment, provide strong support for the findings by AW. Our results
contribute to the growing literature on the importance of granular shocks in account-
ing for macroeconomic fluctuations. Gabaix (2011) demonstrated that in the presence
of a fat-tailed firm size distribution idiosyncratic shocks to individual large firms do not
average out in the aggregate and in the United States explain about one-third of the vari-
ation in output growth. Similarly, granular shocks have also been documented to matter
for aggregate sales volatility, for example in studies exploiting the variation of exports
across destinations (di Giovanni, Levchenko, and Mejean, 2014) as well as credit growth
in the banking sector using a methodology different from the one by AW (Bremus, Buch,
Russ, and Schnitzer, 2013). A related strand of literature has incorporated banks into
dynamic stochastic general equilibrium models (den Heuvel, 2008; Gerali, Neri, Sessa, and
Signoretti, 2010; Devereux and Sutherland, 2011; Kollmann, Enders, and Müller, 2011;
Kollmann, 2013). In this new class of models negative shocks to bank capital trigger a fall
in bank credit which leads to a drop in investment (and output) in line with the results
in our study.

The paper is organised as follows. Section 2 outlines the empirical methodology.
Section 3 describes our data sources and the salient features of our datasets. Section 4 ex-
amines the external validity of our bank shock estimates and investigates their sensitivity
to the number of bank relationships. In addition, we characterise our shock estimates by
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firm-level variables. Section 5 presents our three sets of results and Section 6 concludes.

2 Empirical Methodology
Our econometric approach is based on the work by AW, who propose to disentangle loan
supply shocks from loan demand shocks in a dataset mainly consisting of firms with multi-
ple bank relationships by exploiting the variation of firm borrowing across different banks.
Our exposition begins with a general empirical model capturing the different sources of
shocks affecting the bank-firm lending relationship and we will gradually build up the
more aggregate specification that is used for computing bank shocks in the Portuguese
economy as a whole.

Consider a general class of models in which the growth in lending Lfbt by bank b to
firm f in time t can be decomposed into a firm-borrowing channel αft and a bank-lending
channel βbt

Lfbt − Lfb,t−1

Lfb,t−1
= αft + βbt + εfbt, (1)

where we follow the literature in assuming that the expectation of the error term is
zero, E[εfbt] = 0. Equation 1 can be derived structurally (Khwaja and Mian, 2008) and
its variants have been widely used empirically (Chava and Purnanandam, 2011). The
underlying assumption of this class of models is that firms cannot fully avoid the negative
impact of a reduction in loan supply by its lenders since switching banks is costly, for
which there is strong empirical support (Kim, Kliger, and Vale, 2003).

The firm-borrowing channel αft captures all factors affecting borrowing that are spe-
cific to the firm such as firm-level productivity shocks, firm-specific changes in investment
opportunities, firm-level changes in access to other financing sources, changes in the credit
worthiness of the firm etc. Similarly, the bank-lending channel βbt comprises all bank-
specific factors that result in a bank to cut back or increase its lending over time. These
include factors that have been used in previous studies to identify bank liquidity shocks
such as exposure to sovereign debt crises (Chava and Purnanandam, 2011), the 2008 global
financial crisis (Paravisini et al., 2015), natural disasters (Kaoru et al., 2015) and a nuclear
test in Pakistan (Khwaja and Mian, 2008). Furthermore, as meticuously documented by
AW, there are numerous other events such as regulatory interventions, computer glitches
and idiosyncratic trading errors which can have non-negligible effects on the loan supply
of banks.

In principle, equation 1 could be estimated directly using a large set of time-varying
bank and firm fixed effects. However, this approach turns out to be inefficient since it
ignores the equilibrium relations that underlie the observed outcome in the loan market.
Banks can only disburse an additional loan if they find an interested borrower. Corre-
spondingly, firms can only obtain new credit if there is at least one bank that is willing
to lend more. Ignoring these constraints yields estimates of bank-lending that are very
different from the observed rates of loan growth, which complicates gauging the effect of
granular shocks in the banking sector on macroeconomic outcomes.2

2Directly estimating equation 1 with an unconstrained fixed-effects procedure and using the estimates
in a regression on the actual loan growth of banks results in an R2 of 0.01. Weighting the data by loan
volume, improves the fit to 0.21. Using both a weighted regression and a log specification yields an R2
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AW propose introducing a set of adding-up constraints that take into account the
equilibrium linkages between banks and firms in the credit market. On the lender side,
banks’ loan growth is expressed as the bank-lending channel plus the weighted sum of
the firm-borrowing channels of its clients by multiplying both sides of equation 1 by the
lagged share of lending to firm f , φfb,t−1 and by summing across all firms

DB
bt ≡

∑
f

(
Lfbt − Lfb,t−1

Lfb,t−1

)
Lfb,t−1∑
f Lfb,t−1

= βbt +
∑
f

φfb,t−1αft +
∑
f

φfb,t−1εfbt, (2)

where
φfb,t−1 ≡

Lfb,t−1∑
f Lfb,t−1

,

and DB
bt equals the growth rate of lending of bank b to all of its clients. Correspondingly,

on the borrower side, firms’ loan growth is expressed as the firm-borrowing channel plus
the weighted sum of the bank-lending channels by multiplying both sides of equation 1
by the lagged share of borrowing from bank b, θfb,t−1 and by summing across all banks

DF
ft ≡

∑
b

(
Lfbt − Lfb,t−1

Lfb,t−1

)
Lfb,t−1∑
b Lfb,t−1

= αft +
∑
b

θfb,t−1βbt +
∑
b

θfb,t−1εfbt, (3)

where
θfb,t−1 ≡

Lfb,t−1∑
b Lfb,t−1

,

and DF
ft equals the growth rate of borrowing of firm f from all of its banks.

Note that both φfb,t−1 and θfb,t−1 are pre-determined variables, which allows us to
impose the following moment conditions on the data:

E
[∑

f

φfb,t−1εfbt

]
=
∑
f

φfb,t−1E[εfbt] = 0,

and
E
[∑

b

θfb,t−1εfbt

]
=
∑
b

θfb,t−1E[εfbt] = 0.

This yields the following sets of interlinked equations that need to be fulfilled by the
parameters αft and βft

DB
bt = βbt +

∑
f

φfb,t−1αft, (4)

and
DF

ft = αft +
∑
b

θfb,t−1βbt. (5)

For every year equation 4 and 5 comprise a system of F+B linear equations and F+B
unknowns, which at first sight suggests that the system has a unique solution. However,
since the loan shares by definition sum to one,

∑
b θfbt = 1 and

∑
f φfbt = 1, it turns

of 0.23, which still leaves the major part of the variation in the data unexplained. In contrast, the R2 is
one by construction using the methodology by AW.
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out that the equation system is underdetermined, i.e. it has infinitely many solutions. As
long as the bank-firm loan network consists of a single connected component – which is
the case in our dataset – this means that for any set of βbt and αft that satisfy equation
4 and 5, βbt + kt and αft − kt is also a solution. Therefore by imposing one additional
constraint standard methods for solving linear equations can be used to obtain a solution
as shown in Appendix A.1. In order to arrive at economically meaningful parameters, we
follow AW and re-express βbt and αft relative to their respective median for every given
year as detailed in Appendix A.2.3

Consequently, each bank’s lending can be exactly decomposed into the following four
terms:

DB
t = (Āt + B̄t)ιB + Φt−1Nt + Φt−1Ãt + B̃t, (6)

where DB
t is the B × 1 vector including the loan growth rates of all individual banks at

time t, (Āt + B̄t) are the median firm and bank shocks, i.e. the common shock affecting
all firm-bank relationships in year t, ιB is a B × 1 vector of 1’s, Nt is the F × 1 vector
containing the median firm shock in each firm’s industry at time t, Ãt is the F × 1 vector
capturing the firm shocks affecting borrowing of individual firms less the median firm
shock of the respective industry in year t, B̃t is the B × 1 vector capturing the bank
shocks affecting lending of individual banks less the median bank shock at time t, and
Φt−1 is the B × F matrix containing the weights of each firm in the lending portfolio of
every bank:

Φt ≡

φ11t . . . φF1t
... . . . ...

φ1Bt . . . φFBt

 .

The first term are common shocks capturing economic forces that affect all lending-
borrowing relationships at the same time such as changes in central bank interest rates
or changes in aggregate demand conditions.4 The second term represents industry shocks
which are bank-specific weighted averages of the median firm shock of each industry
that the bank is lending to. They capture differences in the credit demand of industries
and their impact on bank lending due to differences in their lending portfolio across
industries unrelated to the firm-borrowing channel. Third, the firm shock subsumes all
factors idiosyncratic to the firm that affect loan demand which cannot be attributed to
changes in bank-loan supply. Finally, the last term provides a measure for bank-supply
shocks independent of firm-specific, industry-related and economy-wide conditions. Note
that the elements in B̃t equal the individual bank shocks minus the supply shock of the
median bank in year t. Suppose bank b was hit by a particularly adverse shock to their
credit supply of minus 20 percent while lending in all other banks decreased by only 10
percent. This would, hence, result in a bank shock of minus 10 percent for bank b in this
framework since all shocks are always expressed relative to the median bank. Note that
while the bank shock exclusively captures supply-side factors, the firm shock subsumes
both demand-side and other firm-specific factors such as the riskiness of the firm.

3The overdeterminacy of the system of linear equations is analogous to the dummy variable trap in
linear regression analysis. The solution of expressing the set of coefficients relative to a sample statistic
instead of an arbitrarily chosen coefficient also has its counterparts in the dummy variable literature
(Suits, 1984; Kennedy, 1986).

4Note that the individual contributions deriving from Āt and B̄t cannot be disentangled given that
for any kt, βbt + kt and αft − kt are also solutions to the system of equations under consideration.
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One strength of the framework proposed by AW is that the loan supply shocks of
individual banks can be added up using an appropriate weighting scheme in order to
express aggregate lending as a function of the four types of shocks described above. Let
wB

b,t be the share of bank b in total lending in year t and define WB
t ≡ [wB

1,t, . . . w
B
B,t].

Pre-multiplying Equation 6 with WB
t allows us to arrive at the following expression for

aggregate lending

Dt = WB
t−1D

B
t = (Āt + B̄t) +WB

t−1Φt−1Nt +WB
t−1Φt−1Ãt +WB

t−1B̃t, (7)

where Dt is the change in aggregate lending. Analagously to Equation 6, the first term
represents the impact of common shocks on aggregate lending. The second term captures
granular industry shocks resulting from certain industries having larger shares in the
total economy than others. The third term is a granular firm shock deriving from the fact
that changes in the credit demand of large firms have a non-negligible effect on aggregate
lending. Finally, the fourth term is the granular bank shock which subsumes the weighted
average of the credit supply shocks of individual financial institutions. In contrast to
the previous literature (Gabaix, 2011), estimation of the shocks does not assume their
independence and the only requirement is that they are not perfectly correlated.

3 Data and Descriptive Statistics

3.1 Data

The availability of matched bank-firm loan information is essential for the implementa-
tion of the methodology described above. In addition, another requirement is linking
the lender-borrower information with other characteristics of the firm. The Portuguese
credit registry and balance sheet databases together with the existence of a common firm
identifier allow us to construct a very rich micro-level dataset for Portugal for the period
2005-2013.

The Portuguese Central de Riscos de Crédito (Central Credit Register, Portuguese
acronym: CRC) provides information on credit exposures.5 Originally, the purpose of the
database was information sharing between participant institutions in order to improve
their credit risk assessment and management. The database contains monthly informa-
tion on loans granted to firms and households, and reporting by all credit institutions
is mandatory. For the better part of the paper, we consider only data for the month
of December to match the Portuguese tax year and the frequency of the balance sheet
data. In order to perform an additional econometric analysis on aggregate dynamics we
require a larger number of observations and we use data for March, June, September and
December for each year in accordance with the quarterly data series for the economy as
a whole.

One challenge that arises from working with the credit registry data is to track the
identity of banks over time. In particular, banks may go bankrupt and be restructured, be
acquired by or merge with another bank. Whenever any of these three events occurred in

5Note that the credit registry dataset encompasses only domestic credit relations in the Portuguese
economy (i.e. also those of foreign banks with subsidiaries in Portugal, but not direct cross-border lending.)
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year t, we recoded loans in year t−1 as coming from the new institution.6 For example, if
bank 1 was acquired by bank 2 in year t, bank 2’s loans in year t−1 would be set equal to
the sum of the loans of bank 1 and bank 2. In order to ensure sufficient observations for
estimating the bank shocks, we excluded credit institutions with less than ten borrowing
relations in both t and t − 1, which dropped 0.02% of the observations. The number of
banks ranges from 163 to 184 depending on the year, with a smaller number of banks at
the end of the sample period.

The balance sheet data for Portuguese firms draws on information reported under In-
formação Empresarial Simplificada (Simplified Corporate Information, Portuguese acronym:
IES). IES is the system through which corporations report mandatory information to the
tax administration and the statistical authorities. Data is available from 2005 onwards
with a very wide coverage of Portuguese non-financial corporations.7. We use informa-
tion on investment, capital, cash flow, total sales, number of employees, total borrowings,
bank loans, bonds, loans from associated firms and liabilities towards shareholders (LTS).8
We define investment as the annual difference in capital plus depreciation. As a proxy
for Tobin’s Q of unlisted firms we use the lagged growth rate of total sales (Whited,
2006; Bloom, Bond, and Van Reenen, 2007; Kaoru et al., 2015). In 2010 there was a
change in the official firm accounting system (from Plano Oficial de Contas (Official Ac-
counting Plan, Portuguese acronym: POC) to Sistema de Normalização Contabilística
(Normalised Accounting System, Portuguese acronym: SNC)) which was driven by the
need to comply with EU regulations. This leads to small differences in the definitions of
total fixed assets, cash flow, total borrowings, bonds and borrowing from associated firms
which, however, have a negligible influence on the series under consideration. For the
classification of industries, we use the first two digits of Classifição Portuguesa de Activi-
dades Económicas, Revisão 3 (Portuguese Classification of Economic Activities Revision
3, Portuguese acronym: CAE-Rev.3) which is based on NACE Revision 2 resulting in 78
different industries.

We only consider firms whose number of employees was greater than zero and whose
sales and assets were greater than 1000e in a given year. Similarly, only loan volumes
larger than 50e were included in the analysis. In order to limit the effect of outliers, the
top and the bottom two and a half percentiles of each variable used in the regressions
were dropped. Finally, only firms with balance sheet data for three consecutive year can
be included in the estimations due to the data requirements for computing lagged sales
growth (data for year t− 1 and t− 2) and investment (data for year t and t− 1). These
constraints leave us with a final sample of a total of 187,628 firms ranging from 77,832
to 103,755 depending on the year. The same sample of firms is used for computing the
bank shocks from the credit registry data. On average our sample represents 59% of total
employment and 58% of total sales of the full balance sheet dataset, or equivalently 43%
of the total loan volume of the credit registry data. A large part of the observations is lost
because (a) the balance sheet database does not cover sole proprietorships which are part

6We determine bank mergers and acquisitions in a data-driven manner using the CRC database and
defined these events to occur if at least 80 percent of the total loan volume of clients from bank b in year
t− 1 changed to a new institution in year t, and bank b was no longer present in the database in year t.

7Sectors such as “financial intermediation”, “public administration and defence; compulsory social
security” and “extra-territorial organizations and bodies” as well as sole propriotorships are not part of
IES.

8Liabilities towards shareholder include profits attributable to shareholders among other items.
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of the credit registry database and (b) not all firms obtain credit from banks and hence
are not covered by the credit registry database while they are included in the balance
sheet database.

Quarterly data for the total volume of bank loans to non-financial corporations was
taken from the Statistical Bulletin of Banco de Portugal. The quarterly investment series
for the private sector excluding housing was taken from the National Accounts by Instituto
Nacional de Estatística (Portuguese acronym: INE). The aggregate capital stock series
was constructed from the gross investment series using the perpetual inventory method.
The depreciation rate used corresponds to 10 percent in annual terms and accords with
the average rate for Portuguese firms as described in Amador and Soares (2014). The
net investment to capital ratio was computed analagously to the firm-level equivalent
described above.

3.2 Stylised Facts and Aggregate Developments in Portugal

In this section, we first show that investment and loan growth in our sample provide a
good approximation to the corresponding aggregates and then we go on to highlight some
salient features of the credit registry dataset used for the shock decomposition of loan
growth rates.

Figure 1a shows the path of loan growth in our sample as well as in the complete
CRC database along with the official data for loans by resident banks to non-financial
corporations. For additional detail quarterly instead of annual series are depicted, which
are also used in the econometric analysis in Section 5.3. Overall, the dynamics of the
complete CRC series and aggregate loan growth are very similar which is not surprising
given the coverage of the credit registry database. Loan growth in our sample also shows
a very similar pattern and only diverges slightly from the other two series at the beginning
and at the end of the time period. In general, loan growth in our sample appears to be
slightly more positive than in the economy as a whole which may partially stem from the
need to exclude businesses of sole proprietorship given their absence in the balance sheet
database.

Figure 1: Comparison of Macro- and Micro Data Series

(a) Loan Growth in the Portuguese Economy (b) Net Investment-Capital Ratio
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Figure 2: Distribution of the Number of Borrowing/Lending Relationships (2013)

(a) Number of Borrowing Relationships (per Firm) (b) Number of Borrowing Relationships (per Firm)

(c) Number of Lending Relationships (per Bank) (d) Number of Lending Relationships (per Bank)

Figure 1b plots the total net investment over capital of the private sector at a quar-
terly frequency overlaid with the annual observations from the balance sheet dataset.
While net investment increased at the beginning of the sample, it entered a downward
trajectory from 2008 onwards. Aggregate investment became so low in 2011 that it was
no longer sufficient to compensate the depreciation of the private sectors’ capital stock,
which only started to recover by the end of 2014. The evolution of the investment series
from the balance sheet dataset broadly tracks the aggregate developments although some
discrepancies arise due to differences in the definition of the capital stock in national ac-
counts and firms’ financial statements as well as the non-exhaustive coverage of firms in
the balance sheet data outlined above.

Due to its broad coverage of loans in the Portuguese economy, our matched bank-firm
loan dataset has some characteristics that are very different from the one employed in
the study by AW, which focuses exclusively on firms listed in the Japanese stock market.
The distribution of the number of borrowing relationships per firm is strongly skewed to
the right in our sample (Figure 2a). Almost half of all firms borrow only from a single
bank, whereas the corresponding number in AW is as low as 2 percent. The shape of
the firm-bank distribution in our sample is due to the presence of a very large number
of small firms, whose borrowing needs do not exceed the level required to offset the cost
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Figure 3: Bank Concentration

Note: The grey block corresponds to the market share of the banks outside the top 10.

of maintaining additional borrowing relationships. The large share of small firms in the
overall population of firms is a general feature of the firm-size distribution of countries,
which can be approximated by different classes of right-skewed distributions (Axtell, 2001;
Cabral and Mata, 2003). The large number of firms with only one borrowing relationship
is potentially problematic for the estimation of bank shocks, which are mainly identified
using the variation of loan growth rates across both banks and firms. However, the total
loan volume is much less concentrated in firms with only a single borrowing relationship
(Figure 2b). This feature and the characteristics of the estimation methodology will allow
us to directly apply the decomposition framework proposed by AW to our dataset (see
Section 4.2 for a detailed discussion).

The distribution of the number of firms per bank in our sample is characterised by a
large proportion of banks that lend to a small number of firms (Figure 2c). About three
quarters of banks have lending relations with less than 1,000 firms. This results from the
fact that many credit institutions are small, only active in certain parts of the country
and/or specialised in a particular segment of activity. However, as one would expect the
share of these banks in the total loan volume is relatively small and accounts for only
about 7 percent of total lending (Figure 2d). As a consequence the concentration in the
Portuguese banking system is very high with an average Herfindahl index of 0.10, which is
even more concentrated than the Japanese financial sector studied by AW with an average
Herfindahl index of 0.17. In the sample period the market share of the 10 largest credit
institutions has always been above 75 percent, and was as high as 80 percent in 2012
(Figure 3). The high concentration of the banking system is an important prerequisite
for the macroeconomic consequences of bank shocks. If some banks are sufficiently large
relative to others, then idiosyncratic shocks to these institutions will not average out in
the aggregate with a concomitant effect on the aggregate investment rate of the economy.
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4 Estimating Shocks to Bank Lending

4.1 External Validity

In this section, we consider the external validity of the bank shocks obtained from the de-
composition of loan growth rates. Due to confidentiality issues we cannot discuss extreme
events at individual banks. Instead we focus on the average relation between bank shocks
and variables that are commonly thought to affect the bank-lending channel. More specif-
ically, we test whether our bank shock estimates are significantly correlated with proxy
variables which have been used in previous studies.

The most common proxy variable for the bank-lending channel is the capital ade-
quacy ratio, which measures a bank’s capital relative to its risk-weighted credit expo-
sure. In order to protect depositors banking regulators usually require the capital ad-
equacy ratio to stay above a minimum threshold, which is 8% in the case of Portugal.
Amiti and Weinstein (2011) and Peek and Rosengren (1997, 2000, 2005) use the capital
adequacy ratio as a proxy variable for the bank-lending channel arguing that banks with
low levels of capital adequacy were forced to cut lending in the aftermath of the most
recent Japanese stock and house price bubble. Hence, we would expect banks with low
capital adequacy ratios to have more negative bank shocks. Similarly, Montgomery and
Shimizutani (2009) have suggested that capital injections in Japan have caused bank lend-
ing to rise in recipient banks and AW show that capital injections are indeed positively
related to bank shocks in Japan. Here, we consider changes in banks’ Tier 1 capital and we
expect banks with large increases in capital to have more positive bank shocks. Finally,
AW consider deteriorations in banks’ market-to-book value as a proxy for lower bank
lending. As very few firms in Portugal are actually listed in the stock market, we analyse
the banks’ return on assets and return on equity in lieu of changes in the market-to-book
value. We expect banks scoring poorly in any of the two performance measures to have
more negative bank shocks.

We define banks with a low capital adequacy ratio to be those in the lowest quartile
of our sample characterised by the cutoff CARb,t < 0.1164, where CARb,t denotes the
capital adequacy ratio of bank b at time t. Similarly, low performing banks are defined
to be those in the lowest quartile of our sample in the two performance measures, which
corresponds to ROAb,t < 0% and ROE b,t < 1%, where ROAb,t denotes the return on
assets and ROE b,t the return on equity. Banks with large capital increases are defined
to be those in the top quartile of the Tier 1 capital growth rate in our sample, which
are banks whose capital grows by more than 11.1%. Table 1 shows that the bank shocks
from the decomposition exercise have the expected relation with all four proxy variables.
Banks with low capital adequacy ratios have credit supply shocks which are about 6 PP
more negative than those of the remaining banks, while for banks with low ROAb,t and
ROE b,t the value is about 6 PP and 4 PP lower, respectively. Correspondingly, firms with
large capital increases have an associated credit supply shock which is roughly 5 PP more
positive than for other banks.

In Table A.1 we show that these results are robust to the use of alternative thresholds.
When considering the lowest decile for the capital adequacy ratio as well as the perfor-
mance measures and the highest decile for increases in capital, the coefficients remain
statistically significant and change as one would expect, i.e. they become more negative
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Table 1: Validation of Bank Shocks

Dependent Variable: Bank Shockb,t (1) (2) (3) (4)
Low Capital Adequacy Ratiob,t -0.0587∗∗∗

(0.0190)

Large Capital Increaseb,t 0.0496∗∗∗
(0.0182)

Low Return on Assetsb,t -0.0552∗∗
(0.0216)

Low Return on Equityb,t -0.0460∗∗
(0.0195)

Year fixed effects Yes Yes Yes Yes
Observations 997 1314 1128 1128
R2 .015 .015 .012 .01

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of bank supply shocks. The capital adequacy ratio is the combined
Tier 1 and Tier 2 capital divided by the banks’ risk weighted assets. The regressor in Column 1 is a
dummy variable equal to 1 if bank b’s capital adequacy ratio is in the lowest quartile of our sample
(smaller than 11.6 percent). Capital increases are defined as the growth rate of Tier 1 capital. In Column
2 the regressor is a dummy variable that takes the value 1 if the capital increase of bank b is in the top
quartile of our sample (larger than 11.1 percent). Return on assets is defined as the net income of bank
b over its average total assets. In Column 3 the regressor is a dummy variable which equals 1 if a bank’s
return on assets is in the bottom quartile (smaller than 0 percent). Return on equity is defined as the net
income of bank b over its net assets. The regressor in Column 4 the regressor is a dummy variable which
equals 1 if a bank’s return on equity is in the bottom quartile (smaller than 1 percent). All information
was taken from bank-level regulatory data collected by Banco de Portugal.

for the first three variables and more positive for increases in capital. Overall, the fact
that our bank shock estimates are related to the four proxy variables of the bank-lending
channel in the expected way reassures us that they provide a meaningful measure of ac-
tual shocks to the credit supply of banks. Importantly, while here we examined only a
small number of possible variables that matter for lending, our bank shocks encompass all
sources impacting on the banks’ credit supply such as individual mistakes and computer
errors (Amiti and Weinstein, 2013).

4.2 Sensitivity to Number of Bank Relationships

AW use a dataset consisting of Japanese listed companies which are mostly large in size
and as a consequence 98 percent of firms in their sample borrow from more than one bank.
In contrast, most firms in our dataset are relatively small due to the broad coverage of the
Portuguese private sector and hence 50 percent of firms have only one bank relationship.9
The identification of loan supply shocks in AW exploits the variation of firm borrowing

9The high percentage of firms interacting with a single bank is comparable to other studies and is as
high as 90 percent in Khwaja and Mian (2008).
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across different banks and therefore requires the existence of firms with multiple bank
relationships. However, due to the moment conditions the estimator proposed by AW
also in principle allows for the estimation of firm and bank shocks if the underlying
dataset includes firms with only a single bank relationship.10

In the following, we argue that the empirical strategy by AW can also be used directly
to obtain bank shocks in our setting given the particular structure of the dataset under
consideration and the characteristics of their proposed estimator. First, note that while
half of the firms in our dataset have only one banking relationship, their loans account
only for 13 percent of the total loan volume of all banks (Figure 2b). Correspondingly, 72
percent (57 percent) of the total loan volume is composed of loans to firms that interact
with more than two (three) banks. This is due to the fact that firms with few banking
relationships tend to be small and therefore also less likely to request and obtain large
loans from their credit institutions. Second, in the empirical methodology outlined in
Section 2 bank shocks are computed using weights that, in the case of the banks’ loan
growth, correspond to the firms’ share in total borrowing. As a consequence firms with
small loan volumes have a relatively minor influence on the estimation of the loan supply
shocks of banks. Combining these two insights implies that direct estimation of bank
shocks using our dataset is feasible since their identification mainly occurs via firms with
multiple bank relationships as in AW.

In order to empirically assess the impact that firms with few borrowing relationships
have on the estimation of shocks to bank lending, we also computed bank shocks for
different sub-samples of our dataset including only those firms with more than one, two
or three borrowing relationships. In general, we find that bank shocks obtained from
these sub-samples are very similar to those using the full sample confirming the intuition
described above (Figure 4). The correlation between bank shocks estimated using all
firms and those excluding firms with one banking relationship is 0.96. As more firms are
dropped from the sample, shocks to firm lending are increasingly attributed to be bank
shocks and the correlation with bank shocks from the full sample decreases slightly, but
remains generally high.

In the subsequent sections, we present estimation results using bank shocks obtained
from the full dataset since this allows us to gauge their effect on investment of the max-
imum number of firms and also, in particular, of small ones. Nevertheless, our main
results also hold if firms with only one borrowing relationship are excluded even though
this reduces the sample size by about half.

10A dummy variable estimation approach requires firms to have at least two bank relationships, as for
example in Khwaja and Mian (2008).
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Figure 4: Correlation between Bank Shocks from Different Samples
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Notes: NoBR refers to the Number of Borrowing Relationships per Firm. We drop the top and bottom
two and a half percentiles of each variable.

4.3 Bank Shocks, Firm Shocks and Firm-Level Characteristics

The decomposition of loan growth rates allows us to compute a time-varying measure of
bank shocks at the firm-level by weighting the bank-level shocks by the banks’ importance
in the firms’ loan portfolio:

BankShockft =
∑
b

θfb,t−1β̃bt. (8)

In this section, we briefly examine whether firm shocks and firm-specific bank shocks
vary systematically across firms with different characteristics. We consider two features
of the firms’ loan portfolio – the number of borrowing relationships and the share of loans
with short-term maturities (less than a year) – along with two measures of firm size – the
number of employees and total sales. In order to assess the variation of bank and firm
shocks across firms, we compute the mean of the shocks as well as firm characteristics
across the sample period and run a number of simple linear regressions.11 Our interest is
not in causality here, but simply to highlight whether firms with certain characteristics
are exposed to smaller or larger shocks than the average firm.

11All four independent variables are strongly correlated except with our measure of short-term matu-
rities.
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Table 2: Bank Shocks and Firm-Level Characteristics

(1) (2) (3) (4) (5) (6)
Dependent Variable:
Mean Bank Shockf

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Mean Number of Bank Relationshipsf 0.00792∗∗∗ 0.00885∗∗∗ 0.00936∗∗∗
(0.000129) (0.000146) (0.000151)

Mean Share of Short-Term Loansf 0.0127∗∗∗ 0.0145∗∗∗ 0.0145∗∗∗
(0.000992) (0.000988) (0.000988)

Mean Log of Employeesf 0.00202∗∗∗ -0.00277∗∗∗
(0.000186) (0.000211)

Mean Log of Salesf 0.00118∗∗∗ -0.00283∗∗∗
(0.000139) (0.000163)

Observations 187628 164478 187628 187628 164478 164478
R2 0.0124 0.00142 0.000561 0.000362 0.0165 0.0173

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. Information about the maturity of loans is only
available from 2009 onwards.

Table 2 shows how bank shocks co-vary with loan portfolio characteristics as well as
firm size. We find that all four variables are positively related to bank shocks (Column 1
to Column 4), i.e. larger firms and those with a greater number of borrowing relationships
and a higher share of short-term maturities are more likely to be hit by more positive
bank shocks. This means that larger firms, which are likely to borrow from several banks,
choose or have access to banks that ex-post turn out to be able to supply more credit
to their clients. Firms that borrow from an additional bank are on average hit by bank
shocks that are 0.007 higher, which in the absence of firm shocks would increase their
corresponding loan growth rate by 0.7 PP. Similarly, a large firm with 250 employees
is on average faced with a bank shock that is 0.0065 higher than a small firm with 10
employees, ceteris paribus leading to a rise in loan growth by 0.65 PP. After controlling for
the number of banking relationships and the maturity structure of firms, larger firms are
actually worse off than smaller firms (Column 5 and Column 6). This highlights that the
benefit of size accrues mainly through the number of banking relationships. For example,
large firms in our dataset also borrow from more specialised credit institutions such as
leasing companies that outperformed the median bank in Portugal in the period under
investigation.

Table 3 presents the result of the corresponding analysis for the firm-borrowing chan-
nel. We find that all variables – with the exception of the share of short-term loans – are
positively associated with the firm shock (Column 1 to Column 6). Note that differences
in bank shocks across firms arise exclusively from firms’ bank portfolios, which mechani-
cally translate into differences in the exposure to shocks from different banks. In contrast,
differences in firm shocks may result from choices in the past, differential treatment of
firms by banks and active intervention by firms to reduce the impact of adverse credit
supply shocks. First, the maturity structure of loans modifies the impact of bank shocks
which is reflected in differences in the firm-borrowing channel. Firms that have to refi-
nance a larger share of their loans in a given year are much more exposed to adverse credit
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Table 3: Firm Shocks and Firm-Level Characteristics

(1) (2) (3) (4) (5) (6)
Dependent Variable:
Mean Firm Shockf

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Mean Number of Bank Relationshipsf 0.0213∗∗∗ 0.0104∗∗∗ 0.00583∗∗∗
(0.000552) (0.000624) (0.000644)

Mean Share of Short-Term Loansf -0.168∗∗∗ -0.164∗∗∗ -0.165∗∗∗
(0.00401) (0.00399) (0.00399)

Mean Log of Employeesf 0.0333∗∗∗ 0.0267∗∗∗
(0.000810) (0.000917)

Mean Log of Salesf 0.0302∗∗∗ 0.0266∗∗∗
(0.000598) (0.000705)

Observations 187628 164478 187628 187628 164478 164478
R2 0.00504 0.0143 0.00852 0.0132 0.0247 0.0288

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. Information about the maturity of loans is only
available from 2009 onwards.

supply conditions of their banks than those with a higher share of long-term maturities.
In addition, firms with very low credit ratings issue more short-term debt (Stohs and
Mauer, 1996; Diamond, 1991; Barclay and Smith, 1995) and may be deemed too risky
by their banks during a liquidity squeeze. Second, we find evidence that banks pass on a
smaller share of liquidity shocks to larger firms. This may be related to information asym-
metries (Binks, Ennew, and Reed, 1992), differences in growth prospects and collateral
(Beck, Demiguc-Kunt, Laeven, and Levine, 2008) and preferential treatment by banks
(Albertazzi and Marchetti, 2010). Third, firms with more borrowing relationships have
a more positive firm-borrowing channel even after controlling for the maturity structure
and the size of firms (Column 5 and Column 6). This provides evidence that firms may
substitute part of their borrowing towards banks that are less affected by negative credit
supply shocks in line with the findings by Khwaja and Mian (2008).

5 The Effects of Bank Shocks on Investment
In the subsequent sections, first, we examine the influence of bank shocks on firm-level
investment (Section 5.1). Second, we investigate whether the capital structure and size
of firms affects the impact that bank shocks have on firm-level outcomes (Section 5.2).
Finally, we quantify the effects of bank shocks on aggregate loan and investment dynamics
(Section 5.3).

5.1 Baseline Results

In order to quantify the effect of bank shocks on firm investment, we use a standard invest-
ment regression framework with cash flow and lagged sales growth, which is a commonly
used proxy for Tobin’s Q of unlisted firms (Whited, 2006; Bloom et al., 2007; Kaoru et al.,
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2015). In addition, we always include firm and year fixed effects to control for unobserved
firm-level characteristics as well as common time-varying factors affecting investment in
all firms. Table 4 presents our baseline results along with a number of robustness tests
and alternative specifications. In line with the literature, we find a positive association
between a firm’s investment and its cash flow and investment opportunities. In Column 2
we add the bank shock, firm shock and industry shock from the decomposition of firm bor-
rowing.12 Since not all firms borrow from banks to the same extent, the effect that bank
shocks have on investment is likely to differ as a function of firms’ dependence on bank
loans. For example, a given bank shock will affect firms that borrow very little from banks
relative to their size much less than firms that depend almost entirely on bank financing.
In order to account for these differences in bank dependence, we include interaction terms
with the mean ratio of bank loans to total assets.13 Column 2 of Table 4 shows that
the coefficient on bank shocks interacted with the mean loan-to-asset ratio is positive
indicating that a stronger exposure to bank loans is associated with a more pronounced
effect of bank shocks. We also find a positive coefficient on bank shocks entering alone,
which means that even firms with few bank loans would have financed more investment
projects in the absence of negative shocks to their banks’ credit supply. As expected,
both the firm borrowing shock and its interaction with the mean bank-loan-to-asset ratio
show a positive coefficient. This implies that the firm-borrowing channel, for example
capturing changes in the marginal product of capital or changes in the credit worthiness
of the firm, has a strong impact on investment which is more pronounced for firms which
are highly dependent on the supply of bank credit. Similarly, we find a positive coefficient
for the industry shock suggesting that investment opportunities often arise at the level of
particular industries. For example, these might be related to the price of industry-specific
investment goods, or demand and productivity shocks that are shared by all firms within
the same industry.

Our results strongly support the findings by AW in particular due to the fact that
the datasets differ considerably from each other: While AW focus on the set of Japanese
firms listed on the Japanese stock exchange, our sample covers almost 200,000 Portuguese
firms, which in large part are relatively small and unlisted. Although our main findings
are very similar, AW find a negative coefficient on the main effect for bank shocks while its
interaction with the mean bank-loan-to-asset ratio is positive. AW argue that negative
bank shocks may have a positive impact on the investment of firms that do not rely
heavily on bank loans since they may undertake investment projects of competitors if the
latter are short of credit (Buera, Fattal-Jaef, and Shin, 2014). For comparion purposes we
attempt to match the sample of AW as closely as possible by including only the largest
firms in our dataset.14 We repeat the decomposition exercise using this sub-sample and in
Column 3 we present the results for this additional analysis. In this case, we find that the
coefficient on bank shocks is statistically indistinguishable from zero. This suggests that
the differences in the effects of bank shocks might be related to differences in the firms

12We cannot separately include the common shock since it does not vary across firms and therefore is
already absobed in the year fixed effect.

13Since the mean bank-loan-to-asset ratio is time invariant, we cannot include it separately in the
regression since it is already absorbed in the firm fixed effect.

14For this analysis we define the largest firms to be those in the top three percentile of loan volume
each year, which gives us a sample size comparable to the one by AW.
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Table 4: Firm-Level Investment

(1) (2) (3) (4) (5)
Dependent Variable:
Investmentf,t / Capitalf,t−1

Full
Sample

Full
Sample

Largest
firms NoBR > 1

NoBR > 1
combined

Cash Flowf,t / Capitalf,t−1 0.0260∗∗∗ 0.0257∗∗∗ 0.00385∗∗∗ 0.0381∗∗∗ 0.0258∗∗∗
(0.000403) (0.000404) (0.00102) (0.000783) (0.000405)

Sales Growthf,t−1 0.0388∗∗∗ 0.0295∗∗∗ 0.00104 0.0251∗∗∗ 0.0290∗∗∗
(0.00190) (0.00186) (0.00487) (0.00243) (0.00186)

Bank Shockf,t 0.146∗∗∗ 0.0396 0.214∗∗∗ 0.157∗∗∗
(0.00835) (0.0628) (0.0131) (0.00897)

(Bank Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.147∗∗∗ 0.301∗∗ 0.0758∗∗ 0.145∗∗∗
(0.0259) (0.143) (0.0354) (0.0272)

Firm Shockf,t 0.133∗∗∗ 0.137∗∗∗ 0.172∗∗∗ 0.133∗∗∗
(0.00277) (0.0156) (0.00382) (0.00284)

(Firm Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.142∗∗∗ 0.0451 0.130∗∗∗ 0.144∗∗∗
(0.0142) (0.0419) (0.0142) (0.0148)

Industry shockf,t 0.498∗∗∗ 0.141∗∗∗ 0.433∗∗∗ 0.518∗∗∗
(0.0293) (0.0545) (0.0398) (0.0304)

Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 21415 329892 655529
R2 0.356 0.388 0.418 0.437 0.389

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. The mean bank-loan-to-asset ratio is defined for each
firm as its average ratio of bank loans to assets over the sample period. NoBR refers to the Number of
Borrowing Relationships per firm.

included in two datasets. Very large firms may be more likely to benefit relative to other
firms when credit conditions tighten, while small firms lack alternative financing sources
and may generally struggle in the presence of adverse financing conditions even if their
exposure to bank loans is relatively low. The coefficients of the remaining variables do not
change sign, but tend to become more similar in magnitude to the ones obtained by AW.
Bank shocks interacted with the mean bank-loan-to-asset ratio become more important,
while firm shocks become less important. Similarly, the coefficient on industry shocks
is lower indicating that industry dynamics seem to be slightly less important than for
smaller firms.

As discussed in Section 4.2 one potential concern pertains to the estimation of bank
shocks using a dataset consisting in large part of firms with only a single banking re-
lationship. In Column 4, we repeat the analysis including only those firms interacting
with at least two different banks.15 We find that none of the coefficients changes ap-
preciably despite the fact that this intervention reduces the sample size by about half.
The differences in the coefficients between Column 2 and Column 4 may derive either

15Similar results are obtained when dropping firms with less than three borrowing relationships.
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from differences in the sample of firms in the investment regression or from differences in
the estimated bank and firm shocks. In order to disentangle these two explanations, we
combine the bank shocks obtained from the reduced sample with the full dataset.16 This
allows us to leverage the bank shock estimates from the sub-sample, which are unaffected
by the criticism raised above, and use them with the complete dataset due to the fact
that (most) banks lend to firms in both samples. Column 5 presents the results of this
additional analysis whose sample size is very similar to the one used in our baseline speci-
fication in Column 2. Strikingly, none of the coefficients from this excercise is statistically
significantly different from the ones in our baseline specification suggesting that the small
discrepancies between the coefficients in Column 2 and Column 4 are not related to the
estimation of bank shocks. Overall, these robustness tests provide strong support for
applying the decomposition framework by AW to samples including firms with few bor-
rowing relationships, which is a characteristic of many matched bank-firm loan datasets
as, for example, in Khwaja and Mian (2008).

5.2 Firm Heterogeneity

In this section we investigate whether the effect of bank shocks on investment varies with
the capital structure as well as the size of firms. One hypothesis is that firms with access
to financing sources other than bank loans might be less susceptible to adverse bank-
supply shocks. For example, Adrian, Colla, and Shin (2012) provide empirical evidence
on firms compensating the decline in bank lending by increasing their borrowing in the
bond market. Similarly, access to internal sources of capital has been shown to shield
affiliates of multinational enterprises from the real effects of currency and banking crisis
(Klein, Peek, and Rosengren, 2002; Desai, Foley, and Forbes, 2008). Given the small
size and ownership structure of many Portuese firms liabilities towards shareholders may
provide another potential source of financing when external capital is scarce (Romano,
Tanewski, and Smyrnios, 2001).

Table 5 presents the results of interacting bank and firm shock variables with the
mean ratio of other loans (i.e. those coming from sources other than banks), bonds, intra-
group loans and liabilities towards shareholders over total assets. The coefficient on the
interaction with bank loans is negative and statistically significant for other loans and debt
from sharesholders, while the coefficients for bonds and intra-group loans are statistically
indistinguishable from zero. Similarly, the coefficients on the interaction of all capital
structure variables with the firm shock with the exception of the one for bonds are also
negative and significant. In terms of their size firm-specific reductions in credit appear
to have a similar effect to those that are bank-specific. Overall, firms with access to
alternative sources of capital seem to be less likely to curtail their investment when hit
by adverse shocks to their borrowing. Firms with access to other sources of financing

16Denote the vector of bank shocks estimated from the sample excluding firms with only one borrowing
relationship by BI

t . For simplicity, assume that BI
t and Bt have the same dimensions. In practice, the

full sample has on average six banks per year more than the sub-sample, whose bank shocks were set
to zero. This allows for the computation of firm shocks for the full sample as At = DF

t − Θt−1B
I
t ,

where At is the vector of firm shocks in the full sample, DF
t is the vector of loan growth rates of the full

sample, and Θt−1 are the firm-borrowing weights of the full sample. Similarly, firm-specific bank shocks
are obtained by pre-multiplying BI

t with Θt−1. The normalisation of all variables is then performed
analagously to the one in the full sample.
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could either be partially shielded from bank shocks since they generally finance a part
of their investment projects in this way or because they tap these sources increasingly
during financial distress in the banking sector. In order to differentiate between these two
possibilities we run another set of regressions including interactions of the bank shock
with both changes in other financing sources as well as the lag of access to other financing
sources. Table 6 shows that the coefficients of the interaction of both the difference and the
lag of alternative financing sources with the bank shock are negative and significant with
the exception of bond financing. This suggests that both mechanisms shield firms from
a lower credit supply in the banking sector. First, firms that have access to alternative
financing sources can substitute bank loans if necessary and are therefore less vulnerable
to the curtailment of credit by their credit institutions. Second, access to other financing
sources mitigates the impact of adverse bank shocks on investment more generally since
these firms appear to depend less on bank loans for their investments in the first place.

The coefficient on the bank shock interaction with other loans and sharesholder debt
has the opposite sign and roughly the same magnitude of the one for the interaction of
the bank shock with the mean bank-loan-to-asset ratio. This implies that the exposure of
firms’ to bank shocks deriving from one euro of bank debt can be offset by roughly one euro
borrowed from other sources. How many firms do actually benefit from the mitigating
effect of alternative funding sources? In our sample, 52% of firms have access to some kind
of other loan and 46% of firms have liabilities towards their shareholders, while 71% of
firms have at least one of the two on their balance sheet. As one would expect, the bond
market does not play an important role for the majority of firms in Portugal and only
about 2% of firms in our sample issue bonds in the Portuguese capital market. Out of
those firms with some kind of other loan, the median firm has a mean other-loan-to-asset
ratio of about 9% and a mean bank-loan-to-asset ratio of 16%. Similiarly, out of the firms
with some kind of shareholder liability, the median firm has a mean LTS-to-asset ratio of
13%, while the mean bank-loan-to-asset ratio stands at 15%. However, a large proportion
of firms in Portugal are almost entirely dependent on bank-financing17 and hence the
majority of firms feels the full brunt of bank shocks on their investment activities.

An additional anlaysis contributes to the ongoing debate in the literature on how firms
of different sizes respond to financial shocks. There is some evidence that larger firms are
better able to cope with declines in their banks’ credit supply (Khwaja and Mian, 2008;
Sharpe, 1994). In Section 4.3 we already established that large firms are less likely to
be hit by adverse bank shocks due to the credit institutions they chose to interact with.
Here, we ask the question whether the response of investment to the same bank shock
differs as a function of firm size. We use the European Commission’s definition of firm
size and consider firms to be large if they employ more than 50 persons and if their annual
turnover exceeds e 10 million.18 Column 1 and Column 2 of Table 7 present the results
of regressions including the interaction of bank and firm shocks with our two measures of
firm size. The coefficient on the interaction between firm size and bank shocks is negative

17The median firm in the dataset has a mean bank-loan-to-asset ratio of 14%, while the corresponding
values for other loans and liabilities towards shareholders are as low as 3% and 5%, respectively.

18This corresponds to the European Commission’s threshold for medium-sized enterprises, which is
relatively high given the size of Portugal. This leaves us with 7,678 firms (or 4% of our sample) being
defined as large when using employment as the threshold and 4,413 firms (or 2.4% of our sample) when
using total sales.
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and significant for both measures of firm size. This means that large firms curtail their
investment less than small firms when their banks get hit by a credit supply shock of
the same magnitude. The same finding holds true for the interaction of the firm shock
with firm size. Large firms usually have a more diversified capital structure than small
firms, which may explain why they are less affected by adverse bank shocks given our
results from the previous paragraphs. Therefore, in Column 3 and Column 4 we control
for the mean other-loan-to-asset ratio and the mean sharehold-debt-to-asset ratio, and
in Column 5 and Column 6 we include lags and first differences of the two variables
as controls instead. We find that the coefficients of the interaction between bank and
firm shocks with firm size does not change appreciably when controlling for the capital
structure of firms. In Section 4.3 we documented that the firm-borrowing channel of
larger firms is usually more positive than for smaller firms. This resulted from longer
maturities of their loans, differential treatment of firms by their banks and substitution of
borrowing towards less affected banks. All three factors contribute to a more favourable
credit supply for large firms, which shields their investments from adverse credit supply
shocks to a certain extent.
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Table 5: Firm-Level Investment - Capital Structure

(1) (2) (3) (4) (5)
Dependent Variable:
Investmentf,t / Capitalf,t−1

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Cash Flowf,t / Capitalf,t−1 0.0258∗∗∗ 0.0257∗∗∗ 0.0257∗∗∗ 0.0257∗∗∗ 0.0258∗∗∗
(0.000404) (0.000404) (0.000404) (0.000404) (0.000404)

Sales Growthf,t−1 0.0296∗∗∗ 0.0295∗∗∗ 0.0296∗∗∗ 0.0296∗∗∗ 0.0296∗∗∗
(0.00186) (0.00186) (0.00186) (0.00186) (0.00186)

Bank Shockf,t 0.152∗∗∗ 0.146∗∗∗ 0.149∗∗∗ 0.159∗∗∗ 0.159∗∗∗
(0.00903) (0.00848) (0.00873) (0.00931) (0.00942)

(Bank Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.153∗∗∗ 0.147∗∗∗ 0.150∗∗∗ 0.150∗∗∗ 0.151∗∗∗
(0.0264) (0.0261) (0.0261) (0.0260) (0.0263)

Firm Shockf,t 0.138∗∗∗ 0.133∗∗∗ 0.135∗∗∗ 0.141∗∗∗ 0.142∗∗∗
(0.00289) (0.00277) (0.00283) (0.00296) (0.00297)

(Firm Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.148∗∗∗ 0.142∗∗∗ 0.145∗∗∗ 0.145∗∗∗ 0.147∗∗∗
(0.0147) (0.0144) (0.0144) (0.0143) (0.0145)

(Bank Shockf,t)*
(Mean Other-Loan-to-Asset Ratiof )

-0.104∗∗ -0.0112
(0.0485) (0.0573)

(Bank Shockf,t)*
(Mean Bonds-to-Asset Ratiof )

0.0115
(0.0724)

(Bank Shockf,t)*
(Mean Intra-Group-Loan-to-Asset Ratiof )

-0.0824
(0.0590)

(Bank Shockf,t)*
(Mean LTS-to-Asset Ratiof )

-0.140∗∗∗ -0.135∗∗∗
(0.0400) (0.0472)

(Firm Shockf,t)*
(Mean Other-Loan-to-Asset Ratiof )

-0.0917∗∗∗ -0.0334∗∗
(0.0130) (0.0156)

(Firm Shockf,t)*
(Mean Bonds-to-Asset Ratiof )

-0.00558
(0.0182)

(Firm Shockf,t)*
(Mean Intra-Group-Loan-to-Asset Ratiof )

-0.0565∗∗∗
(0.0154)

(Firm Shockf,t)*
(Mean LTS-to-Asset Ratiof )

-0.0989∗∗∗ -0.0831∗∗∗
(0.0106) (0.0127)

Industry shockf,t 0.497∗∗∗ 0.498∗∗∗ 0.498∗∗∗ 0.494∗∗∗ 0.495∗∗∗
(0.0292) (0.0293) (0.0293) (0.0293) (0.0293)

Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246
R2 0.388 0.388 0.388 0.389 0.389

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset Ratio is defined for
each firm as its average ratio of bank loans to assets over the sample period. The ratios for Other Loans,
Bonds, Intra-Group Loans and Liabilities towards Shareholders (LTS) are defined analogously.
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Table 6: Firm-Level Investment - Capital Structure - Changes and Lags

(1) (2) (3) (4) (5)
Dependent Variable:
Investmentf,t / Capitalf,t−1

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Cash Flowf,t / Capitalf,t−1 0.0258∗∗∗ 0.0257∗∗∗ 0.0257∗∗∗ 0.0257∗∗∗ 0.0258∗∗∗
(0.000405) (0.000404) (0.000405) (0.000404) (0.000405)

Sales Growthf,t−1 0.0296∗∗∗ 0.0295∗∗∗ 0.0296∗∗∗ 0.0293∗∗∗ 0.0293∗∗∗
(0.00186) (0.00186) (0.00186) (0.00186) (0.00186)

Bank Shockf,t 0.151∗∗∗ 0.146∗∗∗ 0.150∗∗∗ 0.150∗∗∗ 0.155∗∗∗
(0.00853) (0.00836) (0.00841) (0.00887) (0.00909)

(Bank Shockf,t)*
(Mean Loan-to-Asset Ratiof )

0.148∗∗∗ 0.147∗∗∗ 0.145∗∗∗ 0.146∗∗∗ 0.147∗∗∗
(0.0260) (0.0260) (0.0258) (0.0258) (0.0259)

Firm Shockf,t 0.137∗∗∗ 0.133∗∗∗ 0.135∗∗∗ 0.138∗∗∗ 0.143∗∗∗
(0.00284) (0.00277) (0.00279) (0.00285) (0.00293)

(Firm Shockf,t)*
(Mean Loan-to-Asset Ratiof )

0.143∗∗∗ 0.143∗∗∗ 0.141∗∗∗ 0.142∗∗∗ 0.142∗∗∗
(0.0143) (0.0143) (0.0141) (0.0141) (0.0142)

(Bank Shockf,t)*
∆ (Other-Loan-to-Asset Ratiof,t)

-0.142∗∗∗ -0.161∗∗∗
(0.0413) (0.0436)

(Bank Shockf,t)*
(Other-Loan-to-Asset Ratiof,t−1)

-0.101∗∗∗ -0.103∗∗∗
(0.0388) (0.0390)

(Bank Shockf,t)*
∆ (Bonds-to-Asset Ratiof,t)

-0.410
(0.511)

(Bank Shockf,t)*
(Bonds-to-Asset Ratiof,t−1)

-0.0931
(0.370)

(Bank Shockf,t)*
∆ (Intra-Group-to-Asset Ratiof,t)

-0.192∗∗∗
(0.0515)

(Bank Shockf,t)*
(Intra-Group-Loan-to-Asset Ratiof,t−1)

-0.177∗∗∗
(0.0554)

(Bank Shockf,t)*
∆ (LTS-to-Asset Ratiof,t)

-0.0972∗∗ -0.142∗∗∗
(0.0444) (0.0466)

(Bank Shockf,t)*
(LTS-to-Asset Ratiof,t−1)

-0.0631∗ -0.0728∗∗
(0.0322) (0.0324)

Industry shockf,t 0.491∗∗∗ 0.498∗∗∗ 0.495∗∗∗ 0.485∗∗∗ 0.481∗∗∗
(0.0292) (0.0293) (0.0292) (0.0293) (0.0292)

Fixed Effects
Year Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246
R2 0.389 0.388 0.389 0.389 0.389

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset Ratio is defined for
each firm as its average ratio of bank loans to assets over the sample period. The main effects of the
changes in and lags of the Other-Loan-to-Asset Ratio, Bonds-to-Asset Ratio, Intra-Group-Loan-to-Asset
Ratio and LTS-to-Asset Ratio are also included in the regression, but omitted in the table due to space
constraints.
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Table 7: Firm-Level Investment - Firm Size

(1) (2) (3) (4) (5) (6)
Dependent Variable:
Investmentf,t / Capitalf,t−1

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Full
Sample

Cash Flowf,t / Capitalf,t−1 0.0257∗∗∗ 0.0257∗∗∗ 0.0258∗∗∗ 0.0258∗∗∗ 0.0258∗∗∗ 0.0258∗∗∗
(0.000404) (0.000404) (0.000404) (0.000404) (0.000405) (0.000405)

Sales Growthf,t−1 0.0295∗∗∗ 0.0295∗∗∗ 0.0296∗∗∗ 0.0296∗∗∗ 0.0293∗∗∗ 0.0293∗∗∗
(0.00186) (0.00186) (0.00186) (0.00186) (0.00186) (0.00186)

Bank Shockf,t 0.149∗∗∗ 0.149∗∗∗ 0.162∗∗∗ 0.162∗∗∗ 0.158∗∗∗ 0.158∗∗∗
(0.00844) (0.00840) (0.00955) (0.00950) (0.00921) (0.00916)

(Bank Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.147∗∗∗ 0.146∗∗∗ 0.150∗∗∗ 0.150∗∗∗ 0.147∗∗∗ 0.146∗∗∗
(0.0259) (0.0259) (0.0262) (0.0262) (0.0258) (0.0258)

Firm Shockf,t 0.134∗∗∗ 0.135∗∗∗ 0.144∗∗∗ 0.144∗∗∗ 0.145∗∗∗ 0.145∗∗∗
(0.00280) (0.00278) (0.00302) (0.00299) (0.00297) (0.00295)

(Firm Shockf,t)*
(Mean Bank-Loan-to-Asset Ratiof )

0.142∗∗∗ 0.141∗∗∗ 0.146∗∗∗ 0.145∗∗∗ 0.142∗∗∗ 0.141∗∗∗
(0.0142) (0.0142) (0.0144) (0.0144) (0.0141) (0.0141)

(Bank Shockf,t)*(EmployeesLarge) -0.0473∗∗ -0.0565∗∗ -0.0542∗∗
(0.0231) (0.0233) (0.0232)

(Bank Shockf,t)*(SalesLarge) -0.0832∗∗ -0.0929∗∗∗ -0.0879∗∗∗
(0.0328) (0.0330) (0.0328)

(Firm Shockf,t)*(EmployeesLarge) -0.0340∗∗∗ -0.0388∗∗∗ -0.0358∗∗∗
(0.00580) (0.00587) (0.00581)

(Firm Shockf,t)*(SalesLarge) -0.0609∗∗∗ -0.0663∗∗∗ -0.0608∗∗∗
(0.00723) (0.00733) (0.00724)

Industry shockf,t 0.500∗∗∗ 0.500∗∗∗ 0.496∗∗∗ 0.497∗∗∗ 0.483∗∗∗ 0.483∗∗∗
(0.0292) (0.0291) (0.0292) (0.0291) (0.0291) (0.0291)

Controls for Capital Structure
Mean No No Yes Yes No No
Lags and Differences No No No No Yes Yes
Fixed Effects
Year Yes Yes Yes Yes Yes Yes
Firm Yes Yes Yes Yes Yes Yes
Observations 656246 656246 656246 656246 656246 656246
R2 0.388 0.388 0.389 0.389 0.389 0.389

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of each variable. The Mean Bank-Loan-to-Asset Ratio is defined for
each firm as its average ratio of bank loans to assets over the sample period. The controls for the capital
structure in addition include the following variables. Mean: Interaction between the Mean Other-Loan-
to-Asset Ratio and Mean LTS-to-Asset Ratio with the Bank Shock and Firm Shock. Lags and Differences:
The lag and first difference of the Other-Loan-to-Asset Ratio and the LTS-to-Asset Ratio interacted with
the Bank Shock and Firm Shock as well as their main effect.
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5.3 Bank Shocks and Aggregate Lending and Investment

One important feature of the methodology proposed by AW is that it also provides a com-
plete decomposition of loan growth rates into bank, firm, industry and common shocks
at the aggregate level. Figure 5a presents the aggregate decomposition results for our
quarterly dataset between 2005 and 2014.19 The aggregate bank shock series is charac-
terised by two pronounced contractions during which its values fall below zero indicating
that larger banks in Portugal were particularly hard hit by idiosyncratic shocks in the
last decade. The two aggregate credit supply squeezes correspond to the outbreak of the
unexpected freeze of the European interbank market (Iyer et al., 2014) as well as the onset
and peak of the sovereign debt crisis in Europe with its concurrent effects on bank lending
(Popov and van Horen, 2013). In the most recent period supply side factors are beginning
to show a recovery. The variation in the aggregate firm shock series is much lower and
overall larger firms appear to have faced more benevolent conditions than smaller firms.
However, since 2008 firm-specific factors have progressively decreased loan growth in the
aggregate interrupted only by a brief recovery in 2010.

In the following we assess whether the four shocks are important for explaining ag-
gregate loan and investment dynamics. First, we consider a regression of the aggregate
bank, firm, industry and common shock on the growth rate of total loans to the private
sector (Column 1 of Table 8). All coefficients are statistically indistinguishable from one,
which is what one would expect since the four shocks provide a complete decomposition
of the aggregate loan growth rate in the credit registry database and given that the latter
has very similar dynamics to the loan growth rate of the private sector as a whole (Figure
1a). Column 2 presents the results of the same regression with standardised variables
so that the coefficients of the shocks can be interpreted in terms of standard deviations.
Therefore, a one standard deviation increase in the aggregate bank shock series leads to
an increase of the aggregate loan growth rate by 0.66 standard deviations. The common
shock as well as the aggregate firm shock also have sizeable effects on loan developments in
the private sector while the industry shock appears to be of minor importance. Column 3
and Column 4 present the corresponding results for a regression on net investment, which
is defined analagously to the measure used for the firm-level analysis. We find that the
coefficients of the common shock as well as the aggregate firm and bank shock are highly
significant. Column 5 and Column 6 present the regression results for the growth rate
of private investment excluding housing, which is a measure of investment more typically
used in macroeconomic analysis (Figure 5b). The aggregate firm and bank shock both re-
main highly significant for this alternative investment series. Overall, this highlights that
granular shocks in the banking system have a palpable impact on aggregate investment
dynamics in the Portuguese economy.

19We use quarterly instead of annual data and also include the year 2014 in this section since we require
a dataset with a larger number of observations in order to perform the subsequent econometric analysis.
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Figure 5: Aggregate Shocks and Growth Rate of Private Investment Excluding Housing

(a) Aggregate Bank and Firm Shock (b) Growth of Private Investment Excl. Housing

In order to gauge the quantitative importance of the four shocks in explaining aggre-
gate loan and investment dynamics, we perform an R2-decomposition of the regressions
above. If all regressors were uncorrelated, their importance would just be the R2-increase
when adding a particular variable to any subset of regressors and their contributions would
add up to the R2 of the full model. However, since the regressors are correlated it is no
longer straightforward to break down the R2 of the full model into contributions from
individual regressors. In the following we use two different statistical procedures, which
take the dependence on the order of introducing variables in the regression into account.
This is implemented either by averaging over different sequences using simple unweighted
averages (LMG) as first proposed by Lindeman, Merenda, and Gold (1980) or alterna-
tively by using weighted averages with data-dependent weights (PMVD for proportional
marginal variance decomposition) as suggested by Feldman (2005).20

The lower panel of Table 8 presents the results of these two R2-decomposition methods
for the three sets of regressions above. In the regression on total loan growth (Column 1
and Column 2) the most important factors are common and firm shocks, which account for
around 35 to 38 and 39 to 40 percent of the aggregate dynamics, respectively. About 15 to
20 percent of the variation in aggregate loan growth is due to granular shocks in the Por-
tuguese banking system. A similar result holds for the corresponding R2-decomposition
of the regression on the investment to capital ratio (Column 3 and Column 4). Here,
granular bank shocks explain around 18 to 24 percent of the variation in the data, while
about one third each derives from shocks affecting all lending-borrowing relationships
and firm-specific shocks. Alternatively, when considering the growth rate of investment,
which is more commonly used in macroeconomics, we find that the aggregate bank shock
accounts for 37 to 38 percent of its dynamics, while in this case the common shock and
the aggregate firm shock are much less important (Column 5 and Column 6). Overall, the
contributions deriving from granular bank shocks in Portugal appear to be a little lower
than for the Japanese sample studied by AW, in which case the aggregate bank shock
explained about 36 and 37 percent of the variation in loan growth and net investment.
Partially, this may be due to differences in the frequencies of the series under consideration

20All decompositions were performed using the R package relaimpo (Groemping, 2006).
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Table 8: Aggregate Effects

Dependent Variable: Loan Growtht Investmentt / Capitalt−1 Growth Rate of Private
Investment Excl. Housingt

(1) (2) (3) (4) (5) (6)

Common Shockt 1.158∗∗∗ 0.715∗∗∗ 0.527∗∗∗ 0.742∗∗∗ -0.107 -0.044
(0.124 (0.077) (0.048) (0.067) (0.321) (0.132)

Industry Shockt 0.597 0.053 0.0282 0.057 4.521∗ 0.265∗
(0.690) (0.061) (0.269) (0.054) (2.586) (0.151)

Firm Shockt 0.944∗∗∗ 0.481∗∗∗ 0.381∗∗∗ 0.440∗∗∗ 1.257∗∗∗ 0.426∗∗∗
(0.146) (0.074) (0.046) (0.053) (0.304) (0.103)

Bank Shockt 0.914∗∗∗ 0.665∗∗∗ 0.434∗∗∗ 0.720∗∗∗ 1.736∗∗∗ 0.840∗∗∗
(0.101) (0.074) (0.033) (0.054) (0.275) (0.133)

Constant -0.022∗ 0.000 0.018∗∗∗ 0.000 -0.087∗∗∗ 0.000
(0.011) (0.040) (0.005) (0.042) (0.028) (0.112)

Standardised Variables No Yes No Yes No Yes
Observations 40 40 40 40 40 40
R2 0.943 0.943 0.938 0.938 0.547 0.547

% of TSS LMG PMVD LMG PMVD LMG PMVD

Common Shockt 0.376 0.352 0.371 0.378 0.033 0.001
Industry Shockt 0.019 0.002 0.023 0.002 0.045 0.042
Firm Shockt 0.401 0.388 0.368 0.322 0.104 0.122
Bank Shockt 0.146 0.200 0.175 0.235 0.365 0.382

Notes: Robust standard errors in parentheses. ***p< 0.01, **p< 0.05 *p< 0.1. The sample corresponds
to the period 2005Q1 to 2014Q4. TSS refers to the total sum of squares of the regressions. LMG
details the contributions of individual regressors based on simple unweighted averages (Lindeman et al.,
1980). PMVD stands for proportional marginal variance decomposition which computes contributions of
individual regressors using weighted averages with data-dependent weights (Feldman, 2005).

– quarterly versus annual – in case granular bank shocks are more important in explain-
ing medium-term movements of aggregate variables. Methodological considerations aside
this suggests that economy-wide factors along with firm-specific shocks may have played
a slighty larger role in Portugal in the past decade than in Japan. However, on the
whole our analysis provides strong evidence for the importance of granular bank shocks
in explaining aggregate fluctuations and supports the findings by AW for the Japanese
economy.

6 Conclusion
In this paper, we show that bank shocks have a sizeable impact on both firm-level as
well as aggregate investment in the Portuguese economy. We do this by applying the
decomposition framework proposed by AW to a rich dataset of matched bank-firm loans
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comprising close to 200,000 firms. In comparison to a simple fixed-effects approach the
introduction of an adding-up constraint in the methodology by AW has the advantage of
being much more efficient and providing macro-level estimates of bank shocks that are
consistent with the micro-level shock decomposition. While AW consider a sample of large
Japanese firms with multiple bank relationships, we argue that their methodology can also
be applied to datasets including small firms with few banking relationships, as long as they
represent a small share of the total loan volume of their banks. This insight considerably
widens the applicability of the methodology by AW since in most countries the population
of firms contains a large share of small firms with few banking relationships due to the
right-skewed nature of the firm size distribution (Axtell, 2001; Cabral and Mata, 2003;
Khwaja and Mian, 2008).

We estimate bank-lending shocks, firm-borrowing shocks, industry-level shocks as well
as common shocks using a matched bank-firm loan dataset for the Portuguese economy for
the time period 2005 to 2013. We show that bank supply shocks have a strong and robust
effect on firm-level investment for the average firm in our sample. The broad coverage of
firms in our micro-dataset provides strong support for the findings by AW and makes it
possible to consider how the effect of credit supply shocks varies across firms with different
characteristics. Small firms are found to be much more vulnerable to the adverse impact
of bank shocks on investment mainly for two reasons. First, their bank lending contracts
much more than for large firms since they are less able to substitute their borrowing from
other banks. Moreover, they have a larger share of short-term maturities and they may
be considered more risky by their banks than larger firms. Second, while we find that
alternative financing sources mitigate the adverse impact of bank shocks on investment,
small firms are almost entirely bank-dependent and hence feel the full brunt of disruptions
to their banks’ credit supply.

The banking system in Portugal – as in most other countries – is very concentrated.
The ten largest banks account for more than three quarters of the total loan volume in our
dataset. This implies that idiosyncratic shocks to these institutions do not average out in
the aggregate, but can have a considerable effect on total lending and hence investment.
We find that granular bank shocks account for around 20 percent of aggregate loan growth
and 20 to 40 percent of aggregate investment dynamics in the Portuguese economy at a
quarterly frequency. The values are slightly lower than for the Japanese sample studied by
AW, which suggests that economy-wide factors along with firm-specific shocks may have
played a slightly larger role in Portugal in the past decade than in Japan. However, on the
whole our analysis provides strong evidence for the importance of granular bank shocks
in explaining aggregate fluctuations. Looking to the future, quantifying the relative roles
of bank shocks and common shocks using data for other economies and episodes is a
promising area for future research.
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A Appendix

A.1 Solving the System of Linear Equations

As discussed in the main text one additional constraint needs to be imposed in order
to solve the system of linear equations. We set α1t = 0 and express all equations using
matrix algebra:

A−
t ≡

α2t
...
αFt

 ,Bt ≡

β1t...
βBt

 ,DF
t ≡

D
F
1t
...

DF
Ft

 ,DB
t ≡

D
B
1t
...

DB
Bt

 ,

Θt ≡

θ11t . . . θ1Bt
... . . . ...

θF1t . . . θFBt

 ,Φ−
t ≡

φ21t . . . φF1t
... . . . ...

φ2Bt . . . φFBt

 ,

I−F ≡


0 0 . . . 0
1 0 . . . 0
0 1 . . . 0
...

... . . . ...
0 0 . . . 1

 ,

where I−F is the F × (F − 1) matrix obtained from deleting the first column of a F × F
identity matrix. In order to solve for the unknown bank and firm shocks we combine bank
and firm-level variables as follows

Xt ≡
(
A−

t

Bt

)
,Dt ≡

(
DF

t

DB
t

)
,Γt ≡

(
I−F Θt

Φ−
t IB

)
,

where Xt is the (F +B − 1)× 1 vector collecting unknown firm and bank shocks except
α1t which was set to zero, Dt is the (F +B)× 1 vector including the loan growth rates of
all firms and banks, and Γt is the (F + B)× (F + B − 1) matrix collecting all the bank
and firm weights except those related to α1t. The above definitions allow us to write the
system of equations compactly as

ΓtXt = Dt.

In this particular case, we cannot solve the equation by pre-multiplying by the inverse
of Γt, since Γt is not a square matrix. However, the system is readily solved by any
linear equation solver implemented in standard statistical packages or alternatively by
pre-multiplying with the Moore-Penrose pseudoinverse Γ+

t

Xt = Γ+
t Dt.

Our exposition of the estimation methodology differs slightly from the one in AW who
express all equations related to the loan growth rates of firms relative to firm number
one and all equations related to the loan growth rates of banks relative to bank number
one. While their approach yields identical results to ours, our presentation emphasises
that there is nothing special about this problem and that the imposition of a single
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constraints (such as α1t = 0) is sufficient to solve the system of linear equations. Regarding
implementation, generating a matrix of size (F +B)× (F +B−1) may pose a problem on
some computer systems if the firm and/or bank dimension is very large and sparse matrix
coding is not available. In these situations the algorithm proposed by AW provides a nifty
workaround since it only requires memory allocation for matrices of size (F −1)×(B−1).

A.2 Normalisation of Bank and Firm Shocks

The firm and bank shocks derived using the methodology outlined in the previous section
are all expressed relative to α1t, i.e. the credit demand shock of firm 1. Since this is
an arbitrary reference point which complicates economic interpretation, we re-express all
shocks relative to the median firm shock, Āt, and the median bank shock, B̄t. Define
the vector At with the full set of firm shocks and the matrix Φt with the full set of
bank-lending weights as

At ≡

α1t
...
αFt

 ,Φt ≡

φ11t . . . φF1t
... . . . ...

φ1Bt . . . φFBt

 ,

and re-express the firm-borrowing shock as the difference between the actual shock and
the median shock Ȧt ≡ At − ĀtιF , and similarly the bank-lending shock as the actual
shock less the median shock, Ḃt ≡ Bt − B̄tιB. This allows us to rewrite Equation 4 as

DB
t = Bt + Φt−1At

= Ḃt + B̄tιB + Φt−1Ȧt + ĀtΦt−1ιF

= Ḃt + Φt−1Ȧt + (Āt + B̄t)ιB, (A.1)

and similarly Equation 5 as

DF
t = At + Θt−1Bt

= Ȧt + ĀtιF + Θt−1Ḃt + B̄tΘt−1ιB

= Ȧt + Θt−1Ḃt + (Āt + B̄t)ιF . (A.2)

In order to isolate industry shocks we define Ãt ≡ Ȧt−medianf∈n(Ȧt), where firm f
is part of industry n. Similarly, define bank shocks relative to the median, but note that
B̃t ≡ Ḃt −median(Ḃt) = Ḃt since median(Ḃt) = 0. Finally, we define the F × 1 vector
of industry medians Nt corresponding to the F firms in the sample, which allows us to
arrive at the firm and bank decompositions used in the main text

DF
t = Ãt +Nt + Θt−1B̃t + (Āt + B̄t)ιF , (A.3)

and
DB

t = B̃t + Φt−1Ãt + Φt−1Nt + (Āt + B̄t)ιB. (A.4)

34



A.3 Additional Results

Table A.1: Validation of Bank-Supply Shocks - Robustness

Dependent Variable: Bank Shockb,t (1) (2) (3) (4)
Low Capital Adequacy Ratiob,t -0.0639∗∗

(0.0257)

Large Capital Increaseb,t 0.0421∗∗
(0.0214)

Low Return on Assetsb,t -0.126∗∗∗
(0.0295)

Low Return on Equityb,t -0.0770∗∗∗
(0.0258)

Year fixed effects Yes Yes Yes Yes
Observations 997 1314 1128 1128
R2 .011 .012 .019 .011

Notes: Robust standard errors in parentheses. ***p<0.01, **p<0.05 *p<0.1. We drop the top and
bottom two and a half percentiles of bank supply shocks. The capital adequacy ratio is the combined
Tier 1 and Tier 2 capital divided by the banks’ risk weighted assets. The regressor in Column 1 is a
dummy variable equal to 1 if bank b’s capital adequacy ratio is in the lowest decile of our sample (smaller
than 9.07 percent). Capital increases are defined as the growth rate of Tier 1 capital. In Column 2 the
regressor is a dummy variable that takes the value 1 if the capital increase of bank b is in the top decile
of our sample (larger than 23.9 percent). Return on assets is defined as the net income of bank b over its
average total assets. In Column 3 the regressor is a dummy variable which equals 1 if a bank’s return on
assets is in the bottom decile (smaller than -1.2 percent). Return on equity is defined as the net income
of bank b over its net assets. The regressor in Column 4 the regressor is a dummy variable which equals
1 if a bank’s return on equity is in the bottom decile (smaller than -8.6 percent). All information was
taken from bank-level regulatory data collected by Banco de Portugal.
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A.4 Summary Statistics

Table A.2: Firm-Level Summary Statistics

By Year Mean SD 1st quartile Median 3rd quartile
Percent Change in Flow-of-Fundst 0.019 0.062 -0.051 0.018 0.066
Investmentt / Capitalt−1 0.034 0.027 0.006 0.035 0.060
Percent Change of Private Investmentt -0.008 0.093 -0.098 0.019 0.060
Common Shockt -0.001 0.038 -0.020 0.003 0.016
By Bank
Bank Shockb,t 0.032 0.288 -0.130 0.000 0.158
Capital Adequacy Ratiob,t 0.282 0.618 0.116 0.156 0.236
Growth Rate of Tier 1 Capitalb,t 0.057 0.420 -0.003 0.042 0.111
Return on Assetsb,t -0.000 0.067 0.000 0.004 0.009
Return on Equityb,t 0.065 2.769 0.010 0.050 0.119
By Firm
Investmentf,t / Capitalf,t−1 -0.051 0.396 -0.237 -0.084 0.000
Cash Flowf,t /Capitalf,t−1 -0.700 2.122 -0.705 -0.226 -0.030
Sales growthf,t−1 0.054 0.345 -0.135 -0.000 0.156
Bank Shockf,t -0.068 0.115 -0.143 -0.080 0.001
Firm Shockf,t 0.111 0.550 -0.198 -0.007 0.217
Industry shockf,t 0.000 0.030 -0.015 0.003 0.020
Mean Bank-Loan-to-Asset Ratiof 0.216 0.253 0.072 0.165 0.293
Mean Other-Loan-to-Asset Ratiof 0.086 0.132 0.000 0.021 0.120
Mean Bond-to-Asset Ratiof 0.040 0.105 0.000 0.000 0.000
Mean Intra-Group-Loan-to-Asset Ratiof 0.058 0.117 0.000 0.000 0.060
Mean Shareholder-Debt-to-Asset Ratiof 0.106 0.154 0.000 0.033 0.151
Employeesf,t 16.5 134.4 3 5 11
Salesf,t 1,986,915 34,556,706 111,333 271,016 800,066

Notes: The variables are defined as follows. By year: Percent change in Flow of Fundst is the year-
on-year percent change in the stock of lending of private financial institutions to private non-financial
corporations. Investmentt/Capitalt−1 is the net investment of the private sector excl. housing in year
t divided by the capital stock of year t − 1. Percent Change in Private Investmentt is the year-on-year
percent change in the total investment of the private sector excl. housing. Common Shockt is the sum of
the median firm shock and the median bank shock in each year. By bank: Bank shockt is the idiosyncratic
bank shock for each bank. Capital Adequacy Ratiob,t is the combined Tier 1 and Tier 2 capital divided by
the banks’ risk weighted assets. Growth Rate of Tier 1 Capitalb,t is the year-on-year growth rate of banks’
Tier 1 capital. Return on Assetsb,t is the net income of bank b over its average total assets. Return on
Equityb,t is the net income of bank b over its net assets. By Firm: Investmentf,t/Capitalf,t−1 is the each
firm’s year-on-year change in tangible fixed assets plus depreciation divided by the firm’s tangible fixed
assets in year t− 1. Cash Flowf,t/Capitalf,t−1 is firm f ’s cash flow divided by its tangible fixed assets in
year t− 1. Sales growthf,t−1 is the lag of firm f ’s percent change in sales. Bank Shockf,t is the weighted
sum of the idiosyncratic bank shocks of all banks from which firm f was receiving a loan in year t − 1.
Firm Shockf,t is the idiosyncractic shock for firm f . Industry Shockf,t is the industry level shock of firm
f ’s industry. Mean Bank-Loan-to-Asset Ratiof is firm f ’s mean ratio of total bank loans to total assets
over the sample period. The ratios for Other Loans, Bonds, Intra-Group Loans and Liabilities towards
Shareholders (LTS) are defined analogously. Employeesf,t is the total number of employees working for
firm f in year t. Salesf,t is the total revenue of firm f in year t.
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