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Abstract

This paper compares different ways to estimate the current state of the economy using
factor models that can handle unbalanced datasets. Due to the different release lags of
business cycle indicators, data unbalancedness often emerges at the end of multivariate
samples, which is sometimes referred to as the ‘ragged edge’ of the data. Using a large
monthly dataset of the German economy, we compare the performance of different
factor models in the presence of the ragged edge: static and dynamic principal com-
ponents based on realigned data, the Expectation-Maximisation (EM) algorithm and
the Kalman smoother in a state-space model context. The monthly factors are used
to estimate current quarter GDP, called the ‘nowcast’, using different versions of what
we call factor-based mixed-data sampling (Factor-MIDAS) approaches. We compare
all possible combinations of factor estimation methods and Factor-MIDAS projections
with respect to nowcast performance. Additionally, we compare the performance of
the nowcast factor models with the performance of quarterly factor models based on
time-aggregated and thus balanced data, which neglect the most timely observations
of business cycle indicators at the end of the sample. Our empirical findings show that
the factor estimation methods don’t differ much with respect to nowcasting accuracy.
Concerning the projections, the most parsimonious MIDAS projection performs best
overall. Finally, quarterly models are in general outperformed by the nowcast factor
models that can exploit ragged-edge data.

Keywords: MIDAS, large factor models, nowcasting, mixed-frequency data, missing
values

JEL-Classification: E37, C53



Non-technical summary

The present paper introduces the Factor-MIDAS (mixed-data sampling) approach as
an improved method for short-term forecasting of Gross Domestic product (GDP).
Short-term forecast are important to policy-makers, because they represent a timely
assessment of current and future economic develpoments and thereby complement the
information set policy decisions are based on.

Gross Domestic Product (GDP) is a broad indicator of economic activity. However,
as this indicator is published at quarterly frequency only and with a considerable
delay after the corresponding quarter is over, it cannot be used as a short-term and
up-to-date source of information for policy-makers. To bridge this information gap,
one can estimate the current and future state of the economy, relying on a large set
of economic indicators and special projection methods. When making projections,
the practitioner often faces the problem that many indicators, for example industrial
production, are themselves published with a certain delay, whereas others, such as
financial indicators, are very timely available. The methods presented here make use
of statistical methods, that can exploit the information content of this unbalanced data
in a timely and efficient way. Thus, the methods supplement other forecast models,
such as structural macroeconometric models or DSGE models, that are based on low-
frequency data of the national accounts and neglect timely high-frequency indicators.

The present paper introduces Factor-MIDAS to discuss short-term forecasts for Ger-
man GDP with different factor estimates. For this purpose, about one hundred monthly
indicators are employed for estimating the factors. As factor estimation methods, dif-
ferent alternatives from the recent literature, such as variants of principal components
analysis and state-space models, are used. All of these approaches can tackle unbal-
anced datasets. Factor-MIDAS as a projection approach with mixed-frequency data
then allows for a derivation of now- and forecasts of quarterly GDP as a function of
monthly factors. Whereas the existing literature considers only single or a few indica-
tors for MIDAS projections, Factor-MIDAS is based on factor estimates derived from
many indicators that have proven useful for forecasting with single-frequency data.

The empirical results for German GDP show that the different factor projections
have information content for the current quarter and for one quarter ahead. For longer
horizons, there are no clear improvements. Thus, the nowcast methods discussed here
can be regarded as short-term methods only. A comparison between the different
factor estimation methods indicates relatively minor differences in terms of forecast
accuracy. The same holds for alternative specifications of the dynamics in the MIDAS
projections.

To compare Factor-MIDAS with forecast methods from the recent literature, we
also compute factor forecasts based on quarterly data only. These forecasts make

the time aggregation of many indicators necessary, implying a loss of information, in



particular at the end of the sample. The results show that Factor-MIDAS outperforms
the quarterly factor model for the nowcast of GDP. Thus, Factor-MIDAS seems to

exploit time series information more efficiently than existing approaches.



Nicht-technische Zusammenfassung

Das vorliegende Papier schligt das sogenannte Faktor-MIDAS-Verfahren (mixed data
sampling) als eine verbesserte Methode zur Kurzfristprognose des Bruttoinlandspro-
dukts (BIP) vor. Kurzfristprognosen sind fiir wirtschaftspolitische Entscheidungstréiger
wichtig, weil sie zeitnahe FEinschétzungen iiber die laufende und kiinftig erwartete
wirtschaftliche Entwicklung darstellen und somit die Informationsbasis fiir die poli-
tische Entscheidungsfindung ergéinzen.

Das BIP ist ein umfassender Indikator der wirtschaftlichen Aktivitéit in einer Volk-
swirtschaft. Als zeitnahe Messgrofie der wirtschaftlichen Aktivitdt hat das verof-
fentlichte BIP aber einige Nachteile. Es wird nur vierteljéhrlich erhoben und wird
erst mit mehreren Wochen Verzogerung nach Ablauf des betreffenden Quartals versf-
fentlicht. Zur Uberbriickung dieser Informationsliicken kénnen Schétzungen der gegen-
wirtigen und zukiinftigen Lage einer Volkswirtschaft vorgenommen werden, wenn man
auf eine Vielzahl monatlicher und sogar hoherfrequenter 6konomischer Variablen und
bestimmte Projektionsmethoden zuriickgreift. Dabei tritt aber die weitere Schwierigkeit
auf, dass viele dieser Variablen, wie zum Beispiel die Industrieproduktion, ebenfalls
erst mit einer gewissen Verzogerung zur Verfiigung stehen, wihrend andere, wie zum
Beispiel Finanzmarktvariablen, sehr schnell bekannt sind. Die hier vorgestellte Metho-
de verwendet statistische Verfahren, die den Informationsgehalt dieser ,,unbalancierten”
Daten effektiv und zeitnah ausnutzen kénnen. Damit werden andere Prognosemo-
delle, wie z.B. strukturelle Makromodelle oder DSGE-Modelle, ergéinzt, die lediglich
auf relativ tieffrequenten Daten der Volkswirtschaftlichen Gesamtrechung beruhen und
zeitnahe Indikatoren vernachléssigen.

In diesem Papier wird das Faktor-MIDAS-Verfahren eingefiihrt, um Kurzfristprogno-
sen des deutschen BIP mit verschiedenen Faktorschétzern zu berechnen. Dabei wer-
den etwa einhundert monatliche Konjunkturindikatoren zur Schétzung der Faktoren
verwendet. Bei der Schitzung der Faktoren kommen verschiedene, aus der Literatur
bekannte Formen der Hauptkomponentenanalyse und Zustandsraummodelle zum Ein-
satz, die alle unbalancierte Datenséitze beriicksichtigen kénnen. Der Faktor-MIDAS-
Ansatz als ein Verfahren zur Frequenzmischung erlaubt es dann, aus den monatlichen
Faktorschétzern Prognosen fiir das vierteljidhrliche BIP abzuleiten. Wihrend die beste-
hende Literatur zum MIDAS-Ansatz lediglich einzelne oder eine geringe Zahl von In-
dikatoren verwendet, basiert Faktor-MIDAS auf Faktorschitzern, die aus vielen Indika-
toren abgeleitet werden und sich bei der Prognose mit Variablen gleicher Messfrequenz
bewihrt haben.

In unseren empirischen Ergebnissen zeigt sich, dass die verschiedenen Faktorpro-
gnosen einen Informationsgehalt fiir das laufende und eingeschrinkt fiir das das néichste
Quartal haben. Fiir lingere Horizonte konnen die Prognosen mit diesen Verfahren dage-

gen nicht verbessert werden. Die Prognosegiite ist insgesamt wenig davon abhéngig,



welches Verfahren zur Bestimmung der Faktoren gewihlt wird und wie der dynamische
Zusammenhang im MIDAS-Ansatz formuliert wird.

Um Faktor-MIDAS mit verbreiteten Prognosemethoden in der Literatur zu verglei-
chen, werden auch Faktorprognosen mit reinen Quartalsdaten und -faktoren berechnet.
Da diese Prognosen auf der zeitlichen Aggregation vieler Indikatoren beruhen, nehmen
sie einen Informationsverlust in Kauf, insbesondere am aktuellen Rand. In den Ergeb-
nissen zeigt sich, dass die Faktor-MIDAS fiir aktuelle Schitzungen des BIP besser
abschneidet als das Faktormodell auf der Basis vierteljidhrlicher Daten und damit eine

verbesserte Informationsauswertung fiir Kurzfristprognosen ermoglicht.
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Factor-MIDAS for now- and forecasting with ragged-edge data:

A model comparison for German GDP'

1 Introduction

Many key indicators of macroeconomic activity are published by the statistical offices with
a considerable time delay and at low frequencies. In particular, Gross Domestic Product
(GDP) is typically published at quarterly frequency and has a considerable publication
lag. In Germany, for example, GDP is released about five to six weeks after the end of
the reference quarter. As policy makers regularly request information on the current state
of the economy in terms of GDP, there is a need to provide estimates of current GDP in
order to support policy decisions. For example, in April, German GDP is available only
for the fourth quarter of the previous year. To obtain the current, second quarter GDP,
we have to make a projection with forecast horizon of two quarters from the end of the
GDP sample, using all currently available information in an efficient way. This projection
is what we call the ‘nowcast’ in this paper, following, e.g., Giannone et al. (2005).

In general, it is difficult to exploit all information available for nowcasting, as business
cycle indicators are released in an asynchronous way. Due to these different publication
lags, multivariate datasets typically exhibit complicated patterns of missing values at the
end of the sample and imply unbalanced samples for estimation. This leads to the so-called
‘ragged-edge’ data problem in econometrics, see Wallis (1986), and nowcast methods are
necessary that can tackle this issue. Another difficulty arises, because GDP is quarterly
data, whereas many important indicators are sampled at monthly or higher frequencies.
Therefore, also a mixed-frequency problem has to be resolved for nowcasting.

In this paper, we discuss different ways to estimate factors from large high-frequency
datasets subject to the ragged-edge problem, and how these factors can be used for now-
casting a low-frequency variable like GDP. In our description of the methods and the
application below, factor nowcasting is essentially a two-step procedure, where factors are

estimated in a first step, and the estimated factors enter specific projection models in a

TThis paper represents the authors’ personal opinions and does not necessarily reflect the views of
the Deutsche Bundesbank. The paper has been presented at the Bank of England CCBS research forum
"New developments in dynamic factor modelling’, the Bank of Canada workshop "Forecasting Short-Term
Developments and the Role of Econometric Models’, and a seminar at the Bundesbank. We are grateful
to the participants of these events as well as Sandra Eickmeier, Heinz Herrmann, Malte Kniippel, Gerhard
Riinstler, Karsten Ruth, Karl-Heinz Tédter, and Klaus Wohlrabe for helpful comments and discussions.
The codes for this paper were written in Matlab. Some functions were taken from the Econometrics
Toolbox written by James P. LeSage from www.spatial-econometrics.com. Other codes were kindly
provided by Mario Forni from www.economia.unimore.it/forni_mario/matlab.htm, Arthur Sinko from
www.unc.edu/"sinko/midas.zip and Gerhard Riinstler.



second step. Thus, according to the surveys in Boivin and Ng (2005), or Eickmeier and
Ziegler (2007), we follow the widely used two-step technique of factor forecasting, which
is standard in case both the factors and the variable to be predicted are sampled at the
same frequency.

For estimating the factors, we distinguish three main methods, which are all derived
within a large scale dynamic factor model framework. First, we discuss the estimator by
Altissimo et al. (2006), which builds upon the one-sided non-parametric dynamic prin-
cipal component analysis (DPCA) factor estimator of Forni et al. (2005). To take into
account the ragged-edge of the data, Altissimo et al. (2006) simply apply a realignment
of each time series to obtain a balanced dataset. Second, we consider the Expectation-
Maximisation (EM) algorithm combined with the factor estimator based static principal
component analysis (PCA) as introduced by Stock and Watson (2002) and applied for
forecasting and interpolation by Bernanke and Boivin (2003), Angelini, Henry and Mar-
cellino (2006), and Schumacher and Breitung (2006). Third, we discuss the parametric
state-space factor estimator of Doz, Giannone and Reichlin (2006), as applied in Giannone
et al. (2005) and Banbura and Riinstler (2007).

Concerning the projection methods, we introduce the Factor-MIDAS approach. The
starting point is the mixed-data sampling (MIDAS) framework proposed by Ghysels et al.
(2004), and applied to macroeconomic variables in Clements and Galvao (2007). The basic
MIDAS framework consists of a regression of a low frequency variable on a set of higher
frequency indicators, where distributed lag functions are employed to specify the dynamic
relationship. The Factor-MIDAS approach exploits estimated factors rather than single
or small groups of economic indicators as regressors. Therefore, it directly translates the
factor forecasting two-step approach as discussed in Boivin and Ng (2006) for the single-
frequency case to the mixed-frequency case where factors are sampled at higher frequencies
than the variable to be predicted. As in the standard MIDAS case, see Clements and
Galvao (2007), direct multistep Factor-MIDAS forecasts are easily computed, which is
convenient in our context.

We also evaluate a more general regression approach, where the dynamic relationship
between the low frequency variable (GDP in our case) and the high frequency indicators
(factors in our case) is unrestricted. This approach is based on the theoretical analysis
in Marcellino and Schumacher (2007) and is labeled Factor-MIDAS-U, where U stands
for unrestricted. As a third alternative, we consider a special regression scheme proposed
by Altissimo et al. (2006), discuss how it can be used for nowcasting, and show its close
relationship to the MIDAS method.

The main purpose of the paper is to compare empirically the different approaches
of factor estimation in the presence of unbalanced data, combined with the alternative
MIDAS projections. In particular, we apply the different methods to a large German
dataset of about one hundred monthly indicators for nowcasting and short term fore-

casting German GDP growth. Germany is the largest country within the euro area, and



this matters both from an economic and from a statistical point of view. For example,
institutional forecasts for euro area macroeconomic variables by the Eurosystem and by
the European Commission are often based on aggregation of the national forecasts. In
these frameworks, Germany has a large weight, but existing nowcasts and forecasts for
German GDP growth are not fully satisfying, see e.g. Schumacher and Breitung (2006).
Furthermore, the quality of euro area data prior to 1999 is questionable, to the point that
using German data prior to 1999 and euro area data afterwards can be preferable, see e.g.
Liitkepohl and Briiggemann (2006).

In the empirical application, we evaluate the information content of nowcasts computed
in each month of a given quarter, based on increasing information from the indicators.
In addition, we investigate longer forecast horizons, up to two quarters ahead. In our
recursive nowcast experiment, we consider the ragged-edge of the monthly data and the
publication delay of GDP.

Furthermore, we discuss how the ragged-edge factor models perform compared with
single-frequency factor models based on quarterly time-aggregated data. Quarterly data
has been often used to forecast German GDP, see e.g. Schumacher (2007), and for other
countries and datasets, for example by Marcellino et al. (2005) for Euro area countries’
GDP using disaggregated and aggregated data, Banerjee et al. (2005) for euro area GDP,
Banerjee and Marcellino (2006) for US GDP, Kapetanios et al. (2007) for UK GDP, and
many others. Due to the widespread use of quarterly and partly time-aggregated data in
the empirical literature, we will employ also factor forecasting based on time-aggregated
quarterly data as a key benchmark for the nowcast factor models that can tackle ragged-
edge data.

Additionally, we discuss the relative importance of static versus dynamic factors for
nowcasting in our context. As there is some disagreement in the literature as to the
appropriate estimation method of the factors, see Boivin and Ng (2005) and D’Agostino
and Giannone (2006), a nowcast comparison should also address this issue.

Finally, since some of the factor estimation methods discussed above allow for an inte-
grated approach of estimating the factors and nowcasting in one single step, in particular
the state-space approach by Giannone et al. (2005) and Banbura and Riinstler (2007),
we compare our two-step Factor-MIDAS procedure with the integrated approach.

The paper is structured as follows. Section 2 reviews the competing approaches to
factor nowcasting under analysis, and the different MIDAS projection methods. Section 3
presents the empirical nowcast exercise, and compares and discusses the results. Section

4 summarises and concludes.

2 Factor nowcasting with ragged-edge data

In this paper we focus on quarterly GDP growth, which is denoted as y;, where ¢, is

the quarterly time index ¢, = 1,2,3,...,7;,. GDP growth can also be expressed at the



monthly frequency by setting v;,, = v, Vt,, = 3t, with ¢,, as the monthly time index.
Thus, GDP y;,, is observed only at months ¢,, = 3,6,9,...,T,, with T, = 37;. The aim
is to nowcast or forecast GDP h, quarters ahead, or h,, = 3h, months ahead, based on
information in month T,,, denoted as yr,, 4+,,7,,- For example, since GDP for the first
quarter of a given year is released around mid-May, a nowcast can be produced in January,
February, and March of the current year, while a forecast can be produced in any month
of the previous year.

The information set includes a large set of stationary monthly indicators, collected in
the N-dimensional vector X;, . The time index t,, denotes monthly frequency and X;
is fully available for each month ¢,, = 1,2,3,...,7,,. However, due to publication lags,
some elements at the end of the sample can be missing, thus rendering an unbalanced
sample of X, .

We want to model X;  using a dynamic factor specification, and use the estimated
factors, which efficiently summarize the information in X;,_ , to nowcast and forecast GDP
growth, yz,. According to Boivin and Ng (2005), factor forecasting with large, single-
frequency datasets is often carried out using a similar two-step procedure: Firstly, the
factors are estimated, and secondly, a dynamic model for the variable to be predicted is
augmented with the estimated factors, see Bai and Ng (2006) for technical details on the
properties of the resulting forecasts. However, to take into account the specific nowcast

framework, the following modifications are necessary:

1. The first step factor estimation methods have to be able to handle ragged-edge data,

due to the missing values at the end of the sample in a real time context.

2. The second step regression methods have to be able to handle mixed frequency data,

in particular a low-frequency target variable and higher-frequency factors.

We will firstly discuss the proper factor estimation methods in subsection 2.1, and

then the factor based nowcast regression methods in subsection 2.2.}

2.1 Estimating the factors with ragged-edge data

We assume that the monthly observations have a factor structure according to
Xtm = Ath + €tm7 (1)

where the r-dimensional factor vector is denoted as Fy,, = (f1, ..., f/;.)"- The factors

) Jrtm

times the (N x r) loadings matrix A represent the common components of each variable.

The idiosyncratic components &, = are that part of X;, not explained by the factors.

ITo focus on ragged-edge and mixed-frequency problems, we abstract from additional complications
such as those resulting from data revisions and revisions of seasonal adjustment.



Under the assumption that the (7, x N) data matrix X is balanced, various ways to
estimate the factors have been provided in the literature. For example, two of the most
widely used approaches are based on PCA as in Stock and Watson (2002) or dynamic
PCA according to Forni et al. (2005). For overviews, see the surveys by Stock and
Watson (2006), section 4, and Boivin and Ng (2005) and the comparisons by D’Agostino
and Giannone (2006) and Schumacher (2007). Note that, according to (1), all the factor
models to be discussed below will work at the higher monthly frequency, thus factor

estimates are available for all monthly observations ¢, = 1,2,3,...,T},.

Vertical realignment of data and dynamic principal components factors A
very convenient way to solve the ragged-edge problem is provided by Altissimo et al.
(2006) for estimating the New Eurocoin indicator. They propose to realign each time
series in the sample in order to obtain a balanced dataset, see also Schneider and Spitzer
(2004). Assume that variable i is released with k; months of publication lag. Thus, given
a dataset in period T,,, the final observation available of this time series is for period

T,, — k;. The realignment proposed by Altissimo et al. (2006) is then simply
%z',Tm = L4, Tpn—k; (2)

for t,, = k; +1,...,T,,. Applying this procedure for each series, and harmonising at the
beginning of the sample, yields a balanced data set X, for t,, = max({k;}¥,)+1, ..., Tp.

Given this monthly data, Altissimo et al. (2006) propose to use dynamic PCA to
estimate the factors. As the dataset is balanced, the two-step estimation techniques
by Forni et al. (2005) directly apply. In our applications below, we will denote the
combination of vertical realignment and dynamic principal components factors as ‘VA-
DPCA’.

The vertical realignment solution to the ragged-edge problem is easy to use. A dis-
advantage is that the availability of data determines dynamic cross-correlations between
variables. Furthermore, statistical release dates for data are not the same over time, for
example, due to major revisions. In this case, dynamic correlations within the data change
and factors can change over time. The same holds if factors are reestimated at a higher
frequency than the frequency of the factor model. This is a very common scenario, for
example, if a monthly factor model is reestimated several times within a month when new
monthly observations are released. If this the case, the realignment of the data changes
the correlation structure all the time. On the other hand, dynamic PCA as in Forni et
al. (2005) exploits the dynamic cross-correlations in the frequency domain and might be

in principle able to account for these changes in realignments of the data.

Principal components factors and the EM algorithm To consider missing values
in the data for estimating factors, Stock and Watson (2002) propose an EM algorithm
together with the standard PCA. Consider a variable ¢ from the dataset X;  as a full data



column vector X; = (z;1,...,%;1,)". Assume that not all the observations are available
due to the ragged-edge problem. The vector X°" contains the observations available for
variable 7, which is only a subset of X; due to missing values. We can formulate the

relationship between observed and not fully observed data by
X9 = AX;, (3)

where A; is a matrix that can tackle missing values or mixed frequencies. In case no
observations are missing, A; is the identity matrix. In case an observation is missing at
the end of the sample, the corresponding final row of the identity matrix is removed to

ensure (3). The EM algorithm proceeds as follows:

1. Provide an initial (naive) guess of observations )A(Z(O)W. These guesses together with
the fully observable monthly time series yields a balanced dataset X© Standard
PCA provides initial monthly factors F©® and loadings AO.

2. E-step: An update estimate of the missing observations for variable i is provided by
the expectation of X; conditional on observations X9, factors FU-Y and loadings

ng Y from the previous iteration
XD = BUDATY + A(AJA) (X5~ AFUIATY). (4)

The update consists of two components: the common component from the previ-
ous iteration l?‘(j_l)./A\l(-j 71), plus the low-frequency idiosyncratic component X5 —
AFG-DAYD  distributed by the projection coefficient A/(A}A;)~! on the high-
frequency periods. For general issues see Stock and Watson (2002), and for a dis-
cussion of the properties in the ragged-edge case, see Schumacher and Breitung
(2006).

3. M-step: Repeat the E-step for all i yielding again a balanced dataset. Reestimate
the factors and loadings, F@) and A by PCA, and go to step 2 until convergence.

After convergence, the EM algorithm provides monthly factor estimates f*‘tm as well
as estimates of the missing values of the time series. Thus, interpolation of missing values
as well as factor estimation is carried out consistently in the factor framework (1) with
factors estimated by PCA. For a detailed discussion of the properties of the EM algorithm
for interpolation and backcasting, see Angelini et al. (2006). In the applications below,
we will denote the this factor estimator as ‘EM-PCA’.

Estimation of a large parametric factor model in state-space form The ap-
proach followed by Doz et al. (2006) and Kapetanios and Marcellino (2006) casts the
large factor model in state-space form. However, Kapetanios and Marcellino (2006) esti-

mate the factors using subspace algorithms, while Doz et al. (2006) exploit the Kalman

6



filter and smoother. Here, we follow the Doz et al. (2006) approach as it can be more
directly applied to ragged-edge data, see Giannone et al. (2005).
To specify a complete model, an explicit dynamic VAR structure is assumed to hold

for the factors. The full state-space model has the form

Xtm = Ath + Etma (5)
V(L,,)F,, =Bn, . (6)

Equation (5) is the static factor representation of X;  as above in (1). Equation (6) speci-
fies a VAR of the factors with lag polynomial ¥(L,,) = > | W,L¢ and L,, is the monthly
lag operator with L,z = x4, 1. The g-dimensional vector 7, ~contains the orthogonal
dynamic shocks that drive the r factors, where the matrix B is (r x ¢)-dimensional. The
model is already in state space form, since the factors F, are the states. If the dimen-
sion of X, is small, the model can be estimated using ML. In order to account for large
datasets, Doz et al. (2006) propose quasi-ML to estimate the factors, as iterative ML is
infeasible in this framework. For a given number of factors r and dynamic shocks ¢, the

estimation proceeds in the following steps:

1. Estimate f‘tm using PCA as an initial estimate.

2. Estimate A by regressing X;  on the estimated factors f‘tm. The covariance of the

idiosyncratic components §;, =X, — ./AX]/F\‘tm, denoted as EAlg, is also estimated.

3. Estimate factor VAR(p) on the factors F;, yielding ¥(L) and the residual covariance
of ¢, = \T/(Lm)f‘tm, denoted as 3.

4. To obtain an estimate for B, given the number of dynamic shocks ¢, apply an eigen-
value decomposition of f)c. Let M be the (r x ¢)-dimensional matrix of the eigen-
vectors corresponding to the ¢ largest eigenvalues, and let the (¢ x ¢)-dimensional
matrix P contain the largest eigenvalues on the main diagonal and zero otherwise.
Then, the estimate of B is B=MxP 2

5. The coefficients and auxiliary parameters of the system of equations (5) and (6) is
fully specified numerically. The model is cast into state-space form. The Kalman

filter or smoother then yield new estimates of the monthly factors.?

If missing values at the end of the sample are present, as in our setup, the Kalman
filter also yields optimal estimates and forecasts conditional on the model structure and
properties of the shocks. Thus, it is well suited to tackle ragged-edge problems as in the
present context. Nonetheless, one has to keep in mind that in this case the coefficients in

2Tt is worth mentioning that when the model parameters are estimated using factors obtained by
subspace algorithms, as in Kapetanios and Marcellino (2006), simulation experiments indicate that the
Kalman filter based factors are very close to the original subspace factors.
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system matrices have to be estimated from a balanced sub-sample of data, as in step 1
a fully balanced dataset is needed for PCA initialisation. However, although the system
matrices are estimated on balanced data in the first step, the factor estimation based on
the Kalman filter applies to the unbalanced data and can tackle ragged-edge problems.
The solution is to estimate coefficients outside the state-space model and avoid estimating
a large number of coefficients by iterative ML.

In comparison with the EM algorithm discussed above, the state-space estimation also
considers dynamics of the factors explicitly, whereas the static factor models doesn’t. In
the applications below, we will denote the state-space model Kalman filter estimator of
the factors as ‘KFS-PCA’.

2.2 Nowcasting and forecasting quarterly GDP with Factor-
MIDAS

To forecast quarterly GDP using the estimated monthly factors, we rely on the mixed-
data sampling (MIDAS) approach as proposed by Ghysels and Valkanov (2006), Ghysels
et al. (2007), Clements and Galvao (2007), and Marcellino and Schumacher (2007). The
MIDAS regression approach is a direct forecasting tool, as no dynamics on the factors nor
joint dynamics for GDP and the factors are explicitly modelled. Rather, MIDAS forecasts
directly relate future GDP to current and lagged indicators, thus yielding different forecast
models for each forecast horizon, see Marcellino, Stock and Watson (2006) as well as
Chevillon and Hendry (2005) for detailed discussions of this issue in the single-frequency

case.

The basic Factor-MIDAS approach In the standard MIDAS approach economic
variables at higher frequency are used as regressors, while in our Factor-MIDAS the ex-
planatory variables are estimated factors. Let us assume for simplicity that we have only
one factor ﬁm for forecasting and r = 1. Hence, the forecast model for forecast horizon
h, quarters with h, = h,,/3 is

ytq+hq Ytm+hm = 50 + 61 (Lm? e)f + Etm-+hm> (7)

where the polynomial b(L,,,0) is the exponential Almon lag with

K 2
DL 0) = 3 ek, 0)LE,,  c(h,0) = —SPER 0K (8)
F=0 Zexp(ﬁlk + 62]{32)

In the MIDAS approach, quarterly GDP y; 5, is directly related to the factor ]/”}Ti) and
its lags, where ﬁ(i) is a skip-sampled version of the monthly factor f; as estimated in the

sections above. The superscript three indicates that every third observation starting from



the ¢,,-th one is included in the regressor ft(i), thus /}i) = ftm Vi, =...,1T,—6,T,,—3,T,,.
Lags of the monthly factors are treated accordingly, e.g. the k-th lag ﬁ(i)_ p = ﬁm,k Vi, =
cois T — k=61, —k—3,T,, — k.

For given 6 = {01,605}, the exponential lag function b(L,,, @) provides a parsimonious
way to consider monthly lags of the factors as we can allow for large K to approximate the
impulse response function of GDP from the factors. The longer the lead-lag relationship
in the data is, the less MIDAS suffers from sampling uncertainty compared with the
estimation of unrestricted lags, where the number of coefficients increases with the lag
length.

The MIDAS model can be estimated using nonlinear least squares (NLS) in a regression

of y;,, onto ﬁ(i) .» yielding coefficients 51, 52, /Bo and Bl. The forecast is given by

For the case of r > 1 with Fy = (f{, ..., fl; ), the model generalises to
Yigthy = Yomthn = Bo+ D B1:bi(Luns 00 F10 + €0t (10)

=1

Here, the parameters 6;, that determine the curvature of the impulse response function,
can vary between the different factors. The estimation and forecast is otherwise the same.

Since all our applications are factor based, we drop the prefix ‘Factor’ and denote this
approach as ‘MIDAS-basic’.

Smoothed MIDAS Another way to formulate a mixed-frequency projection is em-
ployed in the New Eurocoin index, see Altissimo et al. (2006). New Eurocoin is a
composite indicator of the Euro area economy and can be regarded as a projection of
smoothed GDP on monthly factors, see Altissimo et al. (2006), section 4. Although the
methods in that paper aim at deriving a composite coincident indicator, not explicitly
now- or forecasts, one can directly generalise them for these purposes.

In particular, the projection can be written as

YTyt hon | T = 1+ GﬁTm» (11)
G =3,5(hn) x 557, (12)

where 71 is the sample mean of GDP, assuming that the factors have mean zero, and G
is a projection coefficient matrix. fJF is the estimated sample covariance of the factors,
and in<k5) is a particular cross-covariance with & monthly lags between GDP and the
factors. The tilde denotes that f]yp(k) is not an estimate of the sample cross-covariance
between factors and GDP, rather a cross-covariance between smoothed GDP and factors.

The smoothing aspect is introduced into f]yp(k;) as follows: Assume that both the factors



and GDP are demeaned. Then, let the covariance between f‘tm_k and y;,, be estimated
by

T

~ 1 m ~(3

Spk) =y D wFo (13)
tm:MJrl

where T* =floor[(T},, — (M + 1))/3] is the number of observations available to compute
the cross-covariances for k = —M,..., M and M > 3h, = h,,. Note that skip-sampled
factors f‘gl , enter flyF(k:), as we have only quarterly observations of GDP. Given f]yp(k),

we can estimate the cross-spectral matrix

Syp(w) = > (1— M@J S, (k)e it (14)

=M

at frequencies w; = 3%7 for : = —H,..., H using a Bartlett lead-lag window. The low-
frequency relationship between f‘tm_k and y;,, in New Eurocoin is obtained by filtering
out cross fluctuations at frequencies larger than 7/6, using the frequency-response func-
tion a(w;), which is defined as a(w;) = 1V |w;| < 7/6 and zero otherwise. By inverse
Fourier transform we obtain the autocovariance matrix flyp(k) reflecting low-frequency

comovements between F, _, and vy,

- 1
J

> alw;)Syp(w))e™", (15)

which is part of the projection coefficients (12) for k£ = 1,2,..., h,, = 3h, months. For
given M and H, we can compute the projection (11). We will denote this MIDAS approach
as ‘MIDAS-smooth’.

The relationship between the basic MIDAS approach in (7) or (10) and MIDAS-
smooth is immediately clear when we disregard the smoothing aspect for a moment,
and consider f]yF(k) instead of in(k) in the projection coefficient EA]yF(hm) X ZA]}?l in
(12). First note that iy}j‘(k‘) is a consistent estimator of the true cross-covariance, if
the sample size is sufficiently large, despite the missing values. MIDAS-basic (7) and its
multivariate extension (10) are based on the same finding as the smooth projection: one
regresses low-frequency GDP on skip-sampled high-frequency factors, but with a different
functional (exponential lag) form and allows for non-zero lag orders. Thus, in terms of
lags considered, the New Eurocoin projection is a restricted form of MIDAS-basic, but

with a different weighting.

The unrestricted MIDAS The MIDAS-basic and MIDAS-AR rely on the exponential
lag function, whereas MIDAS-smooth considers only t,,-dated factors as regressors in a
particular way. As an alternative to these approaches, we also consider an unrestricted

lag order model
Ytmthm = Po + D(Lm)F(g) t Etpthims (16)

tm
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where D(L,,) = Y1 Dy LY, is an unrestricted lag polynomial of order K. A theoretical
justification for this specification is provided in Marcellino and Schumacher (2007), who
show that it can be derived as an approximation to the model resulting from mixed
sampling from a higher frequency ARMA model.

We estimate D(L,,) and 5, by OLS. To specify the lag order in the empirical ap-
plication, we consider a fixed scheme with £ = 0 and an automatic lag length selection
using the Bayesian information criterion (BIC). Note that for & = 0, we consider only
tm-dated factors for forecasting. Thus, with k£ = 0 the projection model is close to the
MIDAS-smooth projection as employed in the New Eurocoin index, see the discussion
above. The difference is of course that the smoothing aspect is neglected here.

The unrestricted MIDAS with £ = 0 can be regarded as the most simple form of
MIDAS, and can serve as a benchmark against the more distinguished alternatives above.
We will denote the unrestricted MIDAS with £ = 0 as ‘MIDAS-U0’, and with estimated
lag order by BIC as ‘MIDAS-U’.

3 Empirical nowcast and forecast comparison

The empirical application will be carried out in a recursive nowcast experiment. In sub-
section 3.1, we describe the design of this exercise, the data used and the specifications
of the models. In the following subsections, the empirical results for German GDP now-
casting will be discussed. In particular, following the methodological discussion above,

we present

e a comparison of factor estimation methods that can tackle ragged-edge data in

section 3.2, and

e a comparison of MIDAS projections in section 3.3.

To relate our results to earlier empirical findings and conceptual discussions in the

factor forecast literature, further results are provided:

e Section 3.4: A comparison of monthly nowcast models with quarterly factor models,
e Section 3.5: A discussion of static versus dynamic factor estimation, and
e Section 3.6: A comparison of the two-step nowcast approach chosen here with an

integrated state-space model.

3.1 Design of the nowcast and forecast comparison exercise

Data and replication of the ragged edge The dataset contains German quarterly
GDP from 1992Q)1 until 2006()3 and 111 monthly indicators from 19920 1 until 2006 M 11.

The dataset is a final dataset. It is not a real-time dataset and does not contain vintages
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of data, as they are not available for Germany for such a broad coverage of time series.
Furthermore, in Schumacher and Breitung (2006), a considerably smaller real-time dataset
for Germany is used, but the results indicate that data revisions do not affect the forecast
accuracy considerably. Similar results have been found by Boivin and Ng (2003) for the
US in a similar context. More information about the data can be found in appendix A.
To consider the ragged-edge of the data at the end of the sample due to different
publication lags, we follow Banbura and Riinstler (2007) and replicate the ragged-edge
from the one final vintage of data that is available. When downloading the data - the
download date for the data used here was 6th December 2006 -, we observe the ragged-
edge pattern in terms of the missing values at the end of the data sample. For example,
at the beginning of December 2006, we observe interest rates until November 2006, thus
there is only one missing value at the end of the sample, whereas industrial production
is available up to September 2006, implying three missing values. For each time series,
we store the missing values at the end of the sample. Under the assumption that these
patterns of data availability remain stable over time, we can impose the same missing
values at each point in time of the recursive experiment. Thus, we shift the missing

values back in time to mimic the availability of information as in real time.

Nowcast and forecast design To evaluate the performance of the models, we carry
out recursive estimation and nowcasting, where the full sample is split into an evaluation
sample and an estimation sample, which is recursively expanded over time. The evaluation
sample is between 19984 and 2006(Q)3. For each of these quarters, we want to compute
nowcasts and forecasts depending on different monthly information sets. For example, for
the initial evaluation quarter 19984, we want to compute a nowcast in December 1998,
one in November, and October, whereas the forecasts are computed from September 1998
backwards in time accordingly. Thus, we have three nowcasts computed at the beginning
of each of the intra-quarter months. Concerning the forecasts, we present results up
to two quarters ahead. Thus, again for the initial evaluation quarter 19984, we have
six forecasts computed based on information available in April 1998 up to information
available in September 1998. Overall, we have nine projections for each GDP observation
of the evaluation period, depending on the information available to make the projection.

The estimation sample depends on the information available at each period in time
when computing the now- and forecasts. Assume again we want to nowcast GDP for
1998@Q4 in December 1998, then we have to identify the time series observations available
at that period in time. For this purpose, we exploit the ragged-edge structure from the
end of the full sample of data, as discussed in the previous subsection. For example, for
the nowcast GDP for 19984 made in December 1998, we know from our full sample that
at each period in time, we have one missing value for interest rates and three missing
values of industrial production. These missing values are imposed also for the period

December 1998, thus replicating the same ragged-edge pattern of data availability. We
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do this accordingly in every recursive subsample to determine the pseudo real-time final
observation of each time series. The first observation for each time series is the same for
all recursions, namely 19920 1. This implies the recursive design with increasing infor-
mation over time available for estimating the factor models. To replicate the publication
lags of GDP, we exploit the fact that GDP of the previous quarter is available for now-
and forecasting at the beginning of the third month of the next quarter. Note that we
reestimate the factors and forecast equations every recursion when new information be-
comes available, so factor weights and forecast model coefficients are allowed to change
over time.

For each evaluation period, we compute nine now- and forecasts depending on the
available information. To compare the nowcasts with the realisations of GDP growth,
we use the mean-squared error (MSE). As a measure of informativeness of the nowcasts,
we relate the MSE to the variance of GDP, where the variance is computed over the
evaluation period, see Forni et al. (2003). A relative MSE to GDP variance less than
one indicates that the forecast of a model for the chosen now- and forecast horizon is
to some extent informative for current and future GDP. Note that this relative statistic
can also be interpreted as a measure to compare the MSE of the factor models with the

corresponding MSE of the out-of-sample mean of GDP as a naive forecast.

Specification of factor models To specify the number of factors in the applications
below, we follow two approaches: We determine the number of static and dynamic fac-
tors, r and ¢, respectively, using information criteria from Bai and Ng (2002) and Bai and
Ng (2007). Additionally, we compute now- and forecasts for all possible combinations of
r and ¢ and evaluate them. In our application, we consider a maximum of » = 6 and
all combinations of r and ¢ with ¢ < r. Details can be found in the appendix B. The
key result from this exercise is that only for the case » = 1 and partly for » = 2, now-
and forecasts have information content for current and future GDP. Apart from a few
exceptions, all other combinations of numbers of factors - including those determined by
information criteria - performed worse than the specifications we provide results for in
the main text below. A plausible reason for this result is the combination of the rather
short estimation sample and the substantial likelihood of parameter changes. In this case,
Banerjee, Marcellino and Masten (2007) show that there is a substantial deterioration in
the performance of forecasts based on many factors, and model specification by informa-
tion criteria is not helpful. Also for the US, it was shown that only very few factors can
obtain satisfactory forecast results, see Stock and Watson (2002). Due to these findings
and to preserve space, we only present results for » = 1 below. We don’t present results
for r = 2, as the main results and conclusions are the same.

For estimating the state-space factor model, a lag order determination is required to
specify the factor VAR(p). For this purpose, we apply the Bayesian information criterion

(BIC) with a maximum lag order of p = 6 months. The chosen lag lengths are usually
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very small with only one or two lags in most of the cases. To specify the dynamic PCA
estimator and MIDAS-smooth, we use the frequency-domain parameters M = 24 and
H = 60 for estimating the spectral density.

The EM algorithm we implement for monthly factor estimation is slightly different
from what described above. In particular, we do not update the factor weights during
the iterations. We rather exploit the fact that the covariance matrix of the monthly data
can be consistently estimated despite the missing values at the end of the sample. To
estimate the covariance, we simply compute pairwise covariances over the periods both
series are available. Thus, the EM algorithm is only used to interpolate the missing
values and estimate the factors by the fixed weights times the data, which partly consists
of estimated observations. We adopt this simplification to prevent convergence problems
and to speed up the convergence process. As a stopping rule, we assume that convergence
is achieved if the change in the average sum of squares of the idiosyncratic components is
smaller than 1075,

Concerning the specifications of MIDAS, we use a large variety of initial parameter
specifications, and compute the residual sum of squares (RSS). The parameter set with the
smallest RSS then serves as the initial parameter set for NLS estimation. The parameters
of the exponential lag function are restricted to 6; < 2/5 and 6; < 0, in line with Ghysels
et al. (2007). The maximum number of lags chosen for MIDAS is K" = 12 months.

3.2 Empirical results: A comparison of factor estimation meth-

ods for ragged-edge data

Now- and forecast results for the different combinations of MIDAS projections and factor
estimation methods can be found in table 1. The table is divided into four parts. For each
of the four MIDAS projections, we can compare the different factor estimation methods.
The table shows relative MSEs to GDP variance and rankings based on those relative
MSEs, where models with the smallest MSE rank first. The now- and forecast horizons
are shown for monthly horizons h,, = 1,...,9, where horizons one to three belong to
the nowcast. Horizon h,, = 1 is a nowcast made in the third month of the respective
quarter, whereas horizon h,, = 2 is the nowcast made in the second month of the current
quarter. Thus, similar to standard forecast comparisons, increasing horizons correspond
to less information available for now- and forecasting, and we expect an increasing MSE
for increasing horizons h,,.

The projections from the factor models have information content for the nowcast,
as the MSEs of virtually all combinations of factor estimation methods and projection
methods yield MSEs smaller than one, see table 1. For the one-quarter ahead forecast,
we find borderline results. Comparing the factor estimation methods at horizons four to
six, the results are not clear cut, where some relative MSEs are larger than one for some

horizons and smaller for others. For two quarters ahead, the relative MSEs are for all
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Table 1: Comparison of nowcast and forecast results for different factor estimation meth-
ods, MSE relative to GDP variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9
1l.a. MIDAS-basic VA-DPCA 0.71 1.01 1.06 094 1.18 1.05 1.16 1.24 1.30
EM-PCA 062 0.69 0.78 1.07 099 1.01 130 1.09 1.05
KFS-PCA 0.79 091 0.87 116 1.17 1.06 1.23 1.13 1.20
1.b. Ranking VA-DPCA 2 3 3 1 3 2 1 3 3
EM-PCA 1 1 1 2 1 1 3 1 1
KFS-PCA 3 2 2 3 2 3 2 2 2
2.a. MIDAS-U VA-DPCA 090 1.05 1.02 1.04 1.15 1.11 1.19 1.13 1.17
EM-PCA 092 065 0.72 1.08 1.05 090 1.19 142 1.40
KFS-PCA 0.89 090 0.81 097 1.03 1.02 1.31 149 1.36
2.b. Ranking VA-DPCA 2 3 3 2 3 3 2 1 1
EM-PCA 3 1 1 3 2 1 1 2 3
KFS-PCA 1 2 2 1 1 2 3 3 2
3.a. MIDAS-smooth VA-DPCA 0.69 0.92 0.87 095 1.10 120 1.18 1.12 1.19
EM-PCA 0.70 0.73 0.84 094 095 1.00 1.05 1.09 1.13
KFS-PCA 0.76 085 0.89 098 1.06 1.08 1.10 1.16 1.19
3.b. Ranking VA-DPCA 1 3 2 2 3 3 3 2 3
EM-PCA 2 1 1 1 1 1 1 1 1
KFS-PCA 3 2 3 3 2 2 2 3 2
4.a. MIDAS-UO0 VA-DPCA 0.71 0.86 0.89 0.90 1.05 0.98 1.05 1.09 1.12
EM-PCA 058 065 0.72 092 093 0.79 1.10 1.10 1.05
KFS-PCA 068 0.85 0.80 0.95 1.01 093 1.08 1.09 1.06
4.b. Ranking VA-DPCA 3 3 3 1 3 3 1 2 3
EM-PCA 1 1 1 2 1 1 3 3 1
KFS-PCA 2 2 2 3 2 2 2 1 2

Note: The variance of GDP in the evaluation sample is 0.246. In the rankings, models with smallest
MSE rank first. The model abbreviations are: VA-DPCA refers to the vertical realignment and dynamic
PCA used in Altissimo et al. (2006), EM-PCA is the EM algorithm together with PCA as in Stock and
Watson (2002), and KFS-PCA is the Kalman smoother of state-space factors according to Doz et al.
(2006). The projection MIDAS-basic is the projection from Ghysels and Valkanov (2006), MIDAS-U is
unrestricted MIDAS without exponential lag polynomial and lag specification using BIC, from Marcellino
and Schumacher (2007). MIDAS-smooth is the projection as employed in Altissimo et al. (2006), and
MIDAS-UO is the MIDAS projection with unrestricted lag polynomials of order zero.
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factor models larger than one, thus rendering all factor models at hand uninformative for
this horizon. This indicates that the methods employed here can be regarded as suited
for short-term now- and forecasting only.

The differences between the factor estimation methods are relatively small overall. In
the rankings of nowcast performance, EM-PCA factors do best in many cases in terms of
ranking. However, for h,, = 1 and using the MIDAS-U and MIDAS-smooth projections
together with factors VA-DPCA and KFS-PCA, respectively, do better than EM-PCA.
Across projection methods, there are no systematic differences in nowcasting performance
between factor estimation by VA-DPCA and KFS-PCA, as the relative MSE rankings
change depending on the now- and forecast horizon.

Note that in table 1 increasing the nowcast or forecast horizon month by month not
always leads to an increase of relative MSE, although this happens in most of the cases.
This can be observed across all models under comparison. Thus, as new monthly informa-
tion becomes available, the methods employed here cannot always improve the now- and
forecasts with this information. This could be due to the relatively short sample under
consideration, that induces high sampling uncertainty of the estimates and nowcasts.

The relative comparison of the factor estimation methods was based on the MSE as
a performance measure so far. However, as the MSE averages over observations in the
evaluation period, this statistic can be dominated by differences in performance in only
a few periods. Therefore, we additionally investigate the factor nowcasts over recursions.
In figure 1, the time series of nowcasts for h,, = 1,2,3 are shown together with GDP
observations and the in-sample mean as a benchmark nowcast for different factor estima-
tion methods. Concerning the type of projection, figure 1 includes results for MIDAS-UO
only. As the results are very similar for the other types of MIDAS projections, we leave
them out of this comparison here. The same holds for the forecast horizons h,, > 3. For
comparative purposes, we include the in-sample mean of GDP as a naive nowcast into
the figures. The results in figure 1 show that the three factor models perform clearly
better than the simple benchmark. However, the erratic movements of GDP growth at
the beginning of the sample, for example in 2000Q2 and 2000Q)3, are not predicted well
by all three factor models. Increasing the nowcast horizon from h,, = 1 to h,, = 3
shows the decline in variance of the nowcasts and, thus, a decline in nowcast ability. A
common finding of the figures is the high correlation between the forecasts of the three
factor models, as periods of good performance and periods of bad performance are similar.
Therefore, in line with the similar MSE findings above, we find no clear indications of

dramatic differences between the nowcast accuracy of the three factor models over time.

3.3 Empirical results: A comparison of MIDAS projections

Below, we discuss the different types of MIDAS projections. The nowcast results can be
found in table 2. The table contains three groups for each of the factor estimation method.

For each factor estimation method, we will compare the different MIDAS projections.
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Figure 1: Nowcasts with MIDAS-UO and different factor estimation methods for horizon
h.,, = 1,2,3 and GDP observations, quarter on quarter growth, number of factors r = 1
and g =1
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Note: The figure shows nowcasts for the different factor estimation methods and the in-sample
mean as a benchmark. For the model descriptions and abbreviations, see table 1.
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Table 2: Comparison of nowcast and forecast results from different MIDAS projections,
MSE relative to GDP variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9

l.a. VA-DPCA  MIDAS-basic  0.71 1.01 1.06 094 118 1.06 116 1.24 1.30
MIDAS-U 090 1.05 1.02 104 115 1.11 1.19 1.13 1.17

MIDAS-smooth 0.69 0.92 0.87 095 1.10 120 1.18 1.12 1.19

MIDAS-UO 0.71 086 0.89 090 1.06 098 1.06 1.09 1.12

1.b. Ranking MIDAS-basic 3 3 4 2 4 2 2 4 4
MIDAS-U 4 4 3 4 3 3 4 3 2

MIDAS-smooth 1 2 1 3 2 4 3 2 3

MIDAS-UO 2 1 2 1 1 1 1 1 1

2.a. EM-PCA MIDAS-basic ~ 0.62 0.69 0.78 1.07 0.99 1.01 1.30 1.09 1.05
MIDAS-U 092 065 0.72 1.08 1.06 090 1.19 142 1.40

MIDAS-smooth  0.70 0.73 0.84 0.94 095 1.00 1.05 1.09 1.13

MIDAS-UO 0.58 065 0.72 092 093 079 1.10 1.10 1.05

2.b. Ranking MIDAS-basic 2 3 3 3 3 4 4 2 1
MIDAS-U 4 1 1 4 4 2 3 4 4

MIDAS-smooth 3 4 4 2 2 3 1 1 3

MIDAS-UO 1 2 2 1 1 1 2 3 2

3.a. KFS-PCA MIDAS-basic ~ 0.79 0.91 087 1.16 1.17 1.06 1.23 1.13 1.20
MIDAS-U 0.89 090 081 097 1.03 1.02 1.31 149 136

MIDAS-smooth 0.76 0.85 0.89 098 1.06 1.08 1.10 1.16 1.19

MIDAS-UO 0.68 085 0.80 095 1.01 093 1.08 1.09 1.06

3.b. Ranking MIDAS-basic 3 4 3 4 4 3 3 2 3
MIDAS-U 4 3 2 2 2 2 4 4 4

MIDAS-smooth 2 2 4 3 3 4 2 3 2

MIDAS-UO 1 1 1 1 1 1 1 1 1

Note: For model abbreviations, see table 1.
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In table 2, a general finding is that the differences between the MIDAS approaches
are not big as all approaches lead to nowcasts that have information content for current
GDP, and only a few combinations of factor estimation and MIDAS projection also have
predictive ability for the next quarter. Comparing the methods, we see that the difference
between MIDAS-basic based on exponential lags and MIDAS-U is not clear-cut, as none of
them outperforms the other across all factor estimation methods and horizons. The most
simple MIDAS projections without lags of the factors, MIDAS-UO and MIDAS-smooth,
provide often better nowcasts than MIDAS based on exponential lag functions, MIDAS-
basic or MIDAS-U. MIDAS-smooth can outperform MIDAS-UOQ only for factors obtained
by VA-DPCA for a few horizons. However, based on EM-PCA and KFS-PCA factors, the
projection MIDAS-UO outperforms MIDAS-smooth at all horizons. Thus, the simplest
projection method MIDAS-UO seems to work best overall, as it ranks first or second in
most of the cases.

As an extension to the basic MIDAS approach, Clements and Galvao (2007) consider

autoregressive dynamics in the MIDAS approach. In particular, they propose the model

Ytmthm = Bo+ Mt + Y B1bi(Lm, 0;)(1 — ARV + 2tihn (17)

7tm
1=1

The autoregressive coefficient A is not estimated unrestrictedly to rule out discontinuities
of the impulse response function of l?‘f’) on Y, +p, , see the discussion in Ghysels et al.
(2007), pp. 60. The restriction on the coefficients is a common-factor restriction to ensure
a smooth impulse response function, see Clements and Galvao (2007). The AR coefficient
A can be estimated together with the other coefficients by NLS. As an AR model is often
supposed to be an appropriate benchmark specification for GDP, the extension of MIDAS
might give additional insights in which direction the other MIDAS approaches considered
so far might be improved.

In table 3 below, we will denote this variant as ‘MIDAS-AR’. It is compared with the
MIDAS-basic without AR terms. The results in table 3 show that considering AR terms
doesn’t improve the now- and forecast performance systematically. For different horizons
and different factor estimation methods, the ranking between MIDAS-AR and MIDAS-
basic changes. MIDAS-AR is not generally better than MIDAS-basic, which might also
indicate problems with estimating autoregressive dynamics in German GDP. Note that
we also tried to augment the unrestricted MIDAS with AR terms. However, also this

experiment didn’t lead to clear-cut improvements in forecast performance as well.

3.4 Empirical results: A comparison of monthly factor nowcast

models with quarterly factor models

We now investigate the relative advantages of the nowcast factor models with earlier factor

approaches in the literature. A widely followed way in the previous literature on factor
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Table 3: MIDAS-AR versus MIDAS-basic, comparison of relative MSE and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9

l.a. VA-DPCA  MIDAS-AR 0.76 0.87 091 1.02 1.16 1.056 120 1.25 1.29
MIDAS-basic 0.71 1.01 1.06 0.94 1.18 1.056 1.16 1.24 1.30

1.b. Ranking MIDAS-AR 2 1 1 2 1 2 2 2 1
MIDAS-basic 1 2 2 1 2 1 1 1 2

2.a. EM-PCA MIDAS-AR  0.66 0.63 0.74 112 113 096 1.24 1.10 1.35
MIDAS-basic 0.62 0.69 0.78 1.07 0.99 1.01 130 1.09 1.05

2.b. Ranking MIDAS-AR 2 1 1 2 2 1 1 2 2
MIDAS-basic 1 2 2 1 1 2 2 1 1

3.a. KFS-PCA  MIDAS-AR 0.88 0.93 0.84 1.08 1.18 1.13 1.28 1.16 1.26
MIDAS-basic 0.79 091 0.87 1.16 1.17 1.06 123 1.13 1.20

3.b. Ranking MIDAS-AR 2 2 1 1 2 2 2 2 2
MIDAS-basic 1 1 2 2 1 1 1 1 1

Note: The projection MIDAS-AR contains one autoregressive term as in Clements and Galvao (2007),
MIDAS basic is wihout AR terms. For factor model abbreviations, see table 1.

forecasting is time aggregation. To obtain a balanced sample of data, one can simply
aggregate the monthly data to quarterly data and ignore the most recent observations
of high-frequency indicators. Then, the standard techniques of factor forecasting with
single-frequency data can be employed. Note that previously most of the studies for
forecasting of German GDP were based on quarterly, partly time-aggregated data, see
e.g. Schumacher (2007). As quarterly data is widely used in the empirical literature
for GDP forecasting, we will also compare the mixed-frequency nowcast models to the
quarterly factor models.

In particular, we employ the standard model for factor forecasting following Stock
and Watson (2002). The forecast equation is essentially a quarterly factor-augmented AR
model according to

Ytqthg = Bo + )\(Lq)ytq + E(Lq)f‘g + Etgthg (18)

where E(L,) = Z;f:o E, L} is an unrestricted lag polynomial of order P, and L, is the
quarterly lag operator now. A(L,) is now a lag polynomial of order R for autoregressive
terms. The factors f‘g are estimated by PCA, which is applied to the quarterly indicators.
These time series indicators are the same as for the nowcast models as discussed above,
but aggregated over time to quarterly frequency. Note that model (18) with static factors

f‘g works quite well for single-frequency data compared with dynamic factor estimates,
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see Boivin and Ng (2006), D’Agostino and Giannone (2006), as well as Schumacher (2007)
for German GDP. Thus, it might serve as an interesting alternative to the nowcast models.

As a benchmark for the factor nowcast models, we employ a univariate quarterly
autoregressive (AR) model for GDP, specified using the BIC with a maximum lag order
of three quarters. It turns out that in almost all of the recursions, only one lag is chosen.
Furthermore, we present the in-sample mean of GDP as an additional benchmark. In the
recent forecasting literature, this benchmark has turned out to be a strong competitor to
more sophisticated approaches, see e.g. De Mol et al. (2006).

Table 4 contains results for the nowcasts using quarterly factor models as well as the
simple benchmarks. As representatives of the nowcast models, we present results based
on MIDAS-UO and the three different ragged-edge factor estimation methods. In the

Table 4: Comparison of mixed-frequency nowcast models with MIDAS-UO and quarterly
factor and benchmark models, MSE relative to GDP variance

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9
1. MIDAS-UO VA-DPCA 0.71 0.86 0.89 0.90 1.05 098 1.05 1.09 1.12
EM-PCA 0.58 0.65 0.72 0.92 093 0.79 1.10 1.10 1.05
KFS-PCA 0.68 0.85 0.80 0.95 1.01 0.93 1.08 1.09 1.06

2. Quarterly PCA, P=R=0,r=1 098 105 105 1.05 1.16 1.16 1.16 1.14 1.14
factor model PCA, P=R=0,r=2 1.03 094 094 094 131 131 131 1.25 1.25

PCA-BIC, r =1 091 1.02 1.02 1.02 1.13 113 1.13 1.08 1.08

PCA-BIC, r =2 094 089 089 089 123 1.23 123 123 1.23

PCA-BIC 099 106 106 106 1.13 1.13 1.13 1.08 1.08

3. Benchmarks AR 1.02 117 117 1.17 1.08 1.08 1.08 1.08 1.08
in-sample mean 1.03 1.04 1.04 1.04 1.05 105 1.06 1.06 1.06

Note: The quarterly factor model contains factors estimated from quarterly, time-aggregated data using
PCA. The forecast equation The first two specifications are based on a fixed number of factors and a
fixed number of lags, whereas the third and fourth are based on a fixed number of factors and the number
of lags is chosen by BIC. PCA-BIC selects the number of factors as well as the lag orders using BIC as
in Stock and Watson (2002). Concerning the nowcast models, the abbreviations are explained in table 1.

empirical nowcast comparison, the simple benchmarks do not perform well, as can be
seen from the two bottom rows of table 4. Both the AR model and the in-sample mean
have relative MSEs larger than one. Note that, whereas the nowcast factor models employ
monthly information which is updated every month and, thus, can lead to changes in now-
and forecast MSEs, the benchmark models and the quarterly factor models change only
every third month (when a new observations of GDP is available), implying a constant
MSE for three months.

The quarterly factor model performs better than the naive benchmarks, and has some

information content for GDP for horizons up to three months. For longer horizons, there
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is almost no information content in the forecasts. Compared with the monthly nowcast
models, the quarterly factor model is generally outperformed for the nowcast for h,, < 3.
In many cases, this also holds for the one-quarter ahead forecast, although the differences
are smaller at these horizons. Thus, according to these results, taking into account ragged-
edge information as in the nowcast models with monthly indicators can improve the
current estimate of GDP. As the use of time-aggregated data implies a loss of information
at the end of the sample, the results imply that the nowcast methods employed here can
to some extent exploit this information. In summary, we can confirm that in general it
is advisable to employ the ragged-edge data together with the different factor estimation

techniques for nowcasting.

3.5 Empirical results: Static versus dynamic factors

Following the discussion in Boivin and Ng (2005), there is some disagreement in the litera-
ture concerning the appropriate factor estimation method to be employed for forecasting.
In particular, it is unclear whether DPCA or PCA are favourable for predictive purposes.
In general, there is no consensus as to the appropriate estimation method, see also the
discussion in Schneider and Spitzer (2004), Den Reijer (2005), D’Agostino and Giannone
(2006), and again Boivin and Ng (2005) for different datasets. In a dataset for the German
economy with balanced recursive samples, dynamic PCA does not generally work better,
and the differences between the methods are small, see Schumacher (2007).

Against the background of this discussion, we will address this issue also in the present
context. In our applications above, DPCA was employed to estimate the factors in combi-
nation with vertical realignment of the data. To compare the sensitivity of the results, we
compare the existing results using VA-DPCA with static PCA and vertical realignment of
the data, denoted as VA-PCA below. Table 5 shows relative MSEs to GDP variance for
the different factor estimates and different projection techniques. The results show that
the information content of the now- and forecasts does hardly change if the factors are
estimated by PCA instead of DPCA. MSEs relative to GDP variance are in most of the
cases above or below one for both factor estimators. The bottom part of the table shows
another relative MSE defined as the MSE obtained from using DPCA factors divided by
the MSE obtained from using static PCA factors for forecasting. The results show no
systematic advantages over the horizons between the two methods. Thus, the way the

factors are estimated seems to be of limited importance in this application.

3.6 Empirical results: Integrated state-space model approach

versus two-step nowcasting

The results obtained so far are entirely based on a two-step procedure: The factors are
estimated firstly, and then forecasting is carried out using the MIDAS approaches. How-

ever, among the models, the state-space approach allows in general for joint estimation
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Table 5: Static PCA versus dynamic PCA nowcasts, MSE relative to GDP variance in
part 1 to 5, part 6 DPCA MSE divided by PCA MSE

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9
1. MIDAS-basic VA-DPCA 0.71 1.01 1.06 094 1.18 1.05 1.16 1.24 1.30

VA-PCA 0.69 1.056 1.02 099 117 104 1.07 124 1.35

2. MIDAS-U VA-DPCA 090 1.05 102 104 1.15 1.11 119 113 117
VA-PCA 0.76 1.14 1.00 1.00 1.12 1.08 1.15 1.12 1.18

3. MIDAS-smooth VA-DPCA 0.69 092 087 09 110 120 1.18 1.12 1.19
VA-PCA 0.70 098 0.88 093 1.07 1.12 1.14 1.07v 1.17

4. MIDAS-UO VA-DPCA 071 086 089 090 1.05 098 1.06 1.09 1.12
VA-PCA 0.69 093 093 085 1.08 091 1.04 1.07 1.13

6. Relative MSE: MIDAS-basic ~ 1.04 096 1.04 096 1.01 1.01 1.08 1.01 0.96
DPCA/PCA MIDAS-U 1.19 092 102 1.04 1.02 1.03 1.03 1.01 0.99
MIDAS-smooth 0.99 0.93 0.98 1.02 1.02 1.08 1.04 1.05 1.02

MIDAS-UO 1.03 093 096 1.06 096 1.08 1.00 1.02 0.99

Note: Parts one to five show relative MSEs to variance of GDP. Part six shows another relative MSE
defined as the MSE of the VA-DPCA factor model divided by the MSE of the model using static factors,
denoted as VA-PCA. For model and projection abbreviations, see table 1.

of the factors and nowcasting GDP, see Giannone et al. (2005). For the Euro area, Ban-
bura and Riinstler (2007) propose to augment the state-space model by a simple static
relationship between monthly GDP and the factors. This follows the seminal work by
Mariano and Murasawa (2003), where combining monthly and quarterly data in a small
factor state-space model has been introduced.

In particular, Banbura and Riinstler (2007) augment the state-space system above,
see equations (5) and (6), with further relationships that interpolate GDP and relate
monthly GDP to the monthly factors. All in all, they add three equations, see Banbura
and Riinstler (2007), p. 5: Equation 1) vy, = ¥, + €, With ¢, as a measurement error,
which is normally distributed with mean zero and variance X.; 2) an equation for time
aggregation §y, = U, = (3 + 5Lp, + L2, + 213, + L L2 )y for t,, = 3,6,...,T),, and 3)
the static factor representation at the monthly frequency y;" = A F, . Equations 2) and
3) add to the vector state equation, whereas 1) adds to the vector observation equation
of the state space model. In line with the estimation procedure for the factor-only state-
space model (5) and (6) above, Banbura and Riinstler (2007) estimate the coefficients
A, 3. outside the state-space model by estimating a reduced form of 1) to 3), which is
a regression model for quarterly GDP dependent on time-aggregated quarterly factors.
They plug the resulting estimates of A, and ¥. in the state-space model for Kalman

filtering and smoothing, which now also provides the now- and forecasts for GDP, as y;,
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is part of the observation vector in this integrated approach.

The key difference between the two-step factor-estimation MIDAS approach chosen in
the applications above and the ones followed by Banbura and Riinstler (2007) and Mariano
and Murasawa (2003) is that MIDAS directly relates time series of different frequencies,
whereas the state-space approaches allow for specifying relationships consistently at the
higher frequency. Furthermore, MIDAS is a direct forecast device, whereas the Kalman
smoother is based on a VAR model that yields iterative forecasts in the terminology of
Marcellino et al. (2006). This approach is fully integrated as it interpolates missing values
of the indicators, estimates factors and yields nowcasts of GDP in one coherent framework.
To check whether this strategy can improve over the two-step approach followed here so far
in terms of now- and forecasting, we also provide nowcast results for the model proposed
by Banbura and Riinstler (2007). Table 6 shows relative MSEs to GDP variance and
rankings for the different state-space model now- and forecasts. In the table, ‘KFS-PCA
full’ denotes the fully-integrated approach, whereas all the other forecasts are based on the
two-step procedure, where the Kalman smoother is used to estimate the monthly factors
only. Note that the coefficients of the state-space model are reestimated for each recursion
in the exercise. Therefore, factors estimates can change due to parameter changes as well

as the addition of new information at the end of the sample. The results show that the

Table 6: Two-step KFS-PCA vs fully integrated now- and forecast results from the state-
space model, MSE relative to GDP variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9

l.a. Relative MSE ~ KFS-PCA full 0.70 0.81 0.84 0.88 1.00 0.95 1.10 1.12 1.09
MIDAS-basic ~ 0.79 091 0.87 1.16 1.17 1.06 1.23 1.13 1.20

MIDAS-U 0.89 090 0.81 097 1.03 1.02 131 149 1.36

MIDAS-smooth 0.76 0.85 0.89 0.98 1.06 1.08 1.10 1.16 1.19

MIDAS-UO 0.68 085 0.80 095 1.01 093 1.08 1.09 1.06

1.b. Ranking KFS-PCA full 2 1 3 1 1 2 3 2 2
MIDAS-basic 4 5 4 5 5 4 4 3 4

MIDAS-U 5 4 2 3 3 3 5 5 5

MIDAS-smooth 3 3 5 4 4 5 2 4 3

MIDAS-UO 1 2 1 2 2 1 1 1 1

Note: For model abbreviations, see table 1.

integrated approach also does well in now- and forecasting. It performs better than the
two-step MIDAS-basic and MIDAS-U projection, and very similar to the simple MIDAS-
U0 projection. For horizons two, four and five, it performs best among all the different
approaches. For horizons, one and three, the MIDAS-UO performs best.

The similar performance of the fully integrated state-space model to the very simple

MIDAS projections confirms the previous findings that simple and very parsimonious
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projection models seem to work better than more complicated models. Note that the
equation yi" = A F;  in the state-space model above, that relates monthly GDP and the
factors, is very parsimonious and does not contain lags of the factors as is the case of the
MIDAS-UO forecast. Whether the approach is integrated within one coherent state-space
model or split into two steps is, however, of second order importance according to our
findings. Therefore, we do not seem to loose much if we rely on the two-step procedure,

which allows us to compare the different factor estimation methods.

4 Conclusions

The nowcasting perspective followed in this paper takes into account the publication
lags of statistical data that decision makers face in their everyday business of assessing
the current state of the economy. Due to the publication delay of GDP, the necessity of
nowcasting as a projection of current quarter GDP directly emerges, and specific solutions
are needed that can employ information from many business cycle indicators, that are also
subject to publication lags and thus lead to the so-called 'ragged-edge’ of the data.

The factor models and projection methods discussed here can tackle these nowcasting
issues. Based on the two-step procedure often followed in the recent factor-forecasting
literature, we differentiate between the factor-estimation step and the factor-forecasting
step. When estimating the factors, we place special emphasis on missing values at the end
of the sample due to statistical publication lags. Regarding the factor-forecasting step,
we introduce the Factor-MIDAS approach as a simple tool for direct now- and forecasting
in a mixed-frequency context.

The different nowcast approaches are applied to a German post-unification dataset,
and compared with respect to their nowcasting performance of German GDP growth. The
results indicate that all the nowcast models can improve over quarterly factor forecasts
based on time-aggregated data. Thus, taking into account the ragged-edge of the data
and exploiting most recent observations pays off to some extent for nowcasting.

Concerning the differences between the MIDAS projection methods, the results indi-
cate that MIDAS with exponential distributed lag functions performs similarly to MIDAS
with unrestricted lag polynomials. The best performing projection is in many cases a very
simple MIDAS without a distributed lag structure and only up to one lag of the factors.
Autoregressive dynamics also play only a minor role in the projections.

The choice of the factor estimation techniques that can tackle missing values has no
substantial impact on the nowcast performance. The EM algorithm together with static
PCA as in Stock and Watson (2002), vertical realignment together with dynamic PCA
as in Altissimo et al. (2002), as well as factors estimated using a large state-space model
with QML as in Doz et al. (2006) all provide informative nowcasts and to a lesser extent
informative forecasts one quarter ahead. Compared with respect to their performance

over time, we observe that the forecasts based on the three factor estimation methods are
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highly correlated. There are also no systematic differences between static and dynamic
PCA for nowcasting. Interestingly, factor-forecast applications with single-frequency data,
see e.g. D’Agostino and Giannone (2006) and Schumacher (2007), have recently obtained
similar findings. A final results from the application here is that choosing an integrated
state-space model rather than the two-step procedure followed here cannot improve the
nowcast performance.

Although there are clear now- and forecast gains from the application of the factor
models discussed here at short horizons, the same does not hold for the longer forecast
horizons of up to two quarters. At these horizons, the forecasts of all the factor models
are hardly informative. Therefore, the methods employed here can only be regarded as
short-term forecasting devices, and there is room for improvements of the methods for
longer horizons. Note, however, that this is a problem that can often be observed in the
recent literature. Related to the debate on the ‘Great Moderation’, there is evidence of
a decline in forecastability of real and nominal variables for many sophisticated forecast
procedures, see D’Agostino et al. (2006) and Campbell (2007), for example.
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A Monthly dataset

This appendix describes the time series for the German economy used in the forecasting
exercise. The whole data set for Germany contains 111 monthly time series over the
sample period from 199201 until 2006M//11. The time series cover broadly the following
groups of data: prices, labour market data, financial data (interest rates, stock market
indices), industry statistics, construction statistics, surveys and miscellaneous indicators.

The source of the time series is the Bundesbank database. The download date of the
dataset is 6th December 2006. In this dataset, there are differing missing values at the end
of the sample. For example, whereas financial time series are available up to 2006011,
industrial time series like production, orders and so on are only available up to 2006/ 09.
This leads to a ragged-edge structure at the end of the sample, which serves as a template
to replicate the ragged edges in past pseudo real-time periods as described in the main
text.

Natural logarithms were taken for all time series except interest rates. Stationarity was
obtained by appropriately differencing the time series. Most of the time series taken from
the above source are already seasonally adjusted. Remaining time series with seasonal
fluctuations were adjusted using Census-X12 prior to the forecast simulations. Extreme
outlier correction was done using a modification of the procedure proposed by Watson
(2003). Large outliers are defined as observations that differ from the sample median by
more than six times the sample interquartile range (Watson, 2003, p. 93). The identified

observation is set equal to the respective outside boundary of the interquartile.

A.1 Prices

producer price index

producer price index without energy
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consumer price index

consumer price index without energy
export prices

import prices

oil price Brent GB

A.2 Labour market

unemployed

unemployment rate

employees and self-employed
employees, short-term
productivity, per employee
productivity, per hour

wages and salaries per employee
wages and salaries per hour

vacancies

A.3 Interest rates, stock market indices

money market rate, overnight deposits

money market rate, 1 month deposits

money market rate, 3 months deposits

bond yields on public and non-public long term bonds with average maturity from 1 to 2 years
bond yields on public and non-public long term bonds with average maturity from 5 to 6 years
bond yields on public and non-public long term bonds with average maturity from 9 to 10 years
yield spread: bond yields with maturity from 1 to 2 years minus 3 months money market rate
yield spread: bond yields with maturity from 5 to 6 years minus 3 months money market rate
yield spread: bond yields with maturity from 9 to 10 years minus 3 months money market rate
CDAX share price index

DAX German share index

REX German bond index

exchange rate US dollar/Deutsche Mark

indicator of the German economy’s price competitiveness against 19 industrial countries based
on consumer prices

monetary aggregate M1

monetary aggregate M2

monetary aggregate M3

30



A.4 Manufacturing turnover, production and received orders

production: intermediate goods industry

production: capital goods industry

production: durable and non-durable consumer goods industry

production: mechanical engineering

production: electrical engineering

production: vehicle engineering

export turnover: intermediate goods industry

domestic turnover: intermediate goods industry

export turnover: capital goods industry

domestic turnover: capital goods industry

export turnover: durable and non-durable consumer goods industry

domestic turnover: durable and non-durable consumer goods industry

export turnover: mechanical engineering

domestic turnover: mechanical engineering

export turnover: electrical engineering industry

domestic turnover: electrical engineering industry

export turnover: vehicle engineering industry

domestic turnover: vehicle engineering industry

orders received by the intermediate goods industry from the domestic market
orders received by the intermediate goods industry from abroad

orders received by the capital goods industry from the domestic market
orders received by the capital goods industry from abroad

orders received by the consumer goods industry from the domestic market
orders received by the consumer goods industry from abroad

orders received by the mechanical engineering industry from the domestic market
orders received by the mechanical engineering industry from abroad

orders received by the electrical engineering industry from the domestic market
orders received by the electrical engineering industry from abroad

orders received by the vehicle engineering industry from the domestic market
orders received by the vehicle engineering industry from abroad

industrial production

A.5 Construction

orders received by the construction sector: building construction

orders received by the construction sector: civil engineering

orders received by the construction sector: residential building

orders received by the construction sector: non-residential building construction

man-hours worked in building construction

31



man-hours worked in civil engineering

man-hours worked in residential building

man-hours worked in industrial building

man-hours worked in public building

turnover:
turnover:
turnover:
turnover:

turnover:

building construction
civil engineering
residential building
industrial building

public building

production in the construction sector

A.6 Surveys

ifo
ifo
ifo
ifo
ifo
ifo
ifo
ifo
ifo
ifo
ifo
ifo

ifo

surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:
surveys:

surveys:

business
business
business
business
business
business
business
business
business

business

situation: capital goods producers

situation: producers durable consumer goods

situation: producers non-durable consumer goods

situation: retail trade

situation: wholesale trade

expectations for the next six months: producers capital goods

expectations for next six months:
expectations for next six months:
expectations for next six months:

expectations for next six months:

producers durable consumer goods
producers non-durable consumer goods
retail trade

wholesale trade

stocks of finished goods: producers of capital goods

stocks of finished goods: producers of durable consumer goods

stocks of finished goods: producers of non-durable consumer goods

GfK consumer surveys: income expectations

GfK consumer surveys: business cycle expectations

GfK consumer surveys:

GfK consumer surveys: price expectations

propensity to consume: consumer climate

ZEW financial market survey: business cycle expectations

A.7

current account:
current account:
current account:
current account:
current account:

current account:

Miscellaneous indicators

exports

imports

services import
services export
transfers from abroad

transfers to foreign countries

HWWA raw material price index
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HWWA raw material price index without energy

HWWA raw material price index: industrial raw materials
HWWA raw material price index: energy industrial raw materials
new car registrations

new car registrations by private owners

retail sales turnover

B Nowcast results for different specifications of the

factor models

This section presents nowcast and forecast results for different specifications of the factor
models in terms of different numbers of static factors » and dynamic shocks ¢g. Of course,
estimation of the factors based on vertically realigned data and dynamic PCA (VA-DPCA)
requires specification of both ¢ and r, whereas the number of static factors r is the only
auxiliary parameter for the factors that are estimated with the EM algorithm together
with static PCA (EM-PCA). The factors estimated in the state-space model approach with
the Kalman smoother (KFS-PCA) require specifying ¢ and 7. To check the sensitivity of
the results with respect to the number of factors and shocks, we follow two specification
schemes: Firstly, we compare fixed specifications, and, secondly, we employ information
criteria for model specification.

Regarding the MIDAS projection, we report only results based on MIDAS-UO, which
performs well compared with the other projections. Results are not shown for the other

projections, as they lead to very similar conclusions.

B.1 Fixed specifications and information criteria

Concerning fixed specifications, we consider many combinations of the auxiliary parame-
ters, as they can heavily influence the model’s forecast performance, see Boivin an Ng
(2005) for a discussion. In our application, we consider a maximum number of static
factors of r = 6 and dynamic factors ¢ < 3, and compute results for all possible combi-
nations of the parameters. We considered also results for 3 < ¢ < r, but this didn’t lead,
in general, to improvements in nowcast performance, and we do not provide the results
here.

Regarding the sensitivity analysis based on information criteria, we apply the ones
proposed by Bai and Ng (2002, 2007). In particular, for the number of static factors, we
adopt the IC), criterion of Bai and Ng (2002)

ICy(r) =In(V(r,F)) +r (NN‘i‘—Jz) In(min{N, T,,}). (19)

The information criterion reflects the trade-off between goodness-of-fit and overfitting.
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The first term on the right-hand side shows the goodness-of-fit, which is given by the

residual sum of squares

N Ty

V(r,F) = T Y (@ig, — AL, (20)

1=1 t;p=1

and depends on the estimates of the static factors and the number of factors. The residuals
are given by z;;, — A;F; , where A; is a (1 x r) dimensional row vector of the parameter
matrix A of the static model, see (1) in the main text. If the number of factors r is
increased, the variance of the factors increases, too, and the sum of squared residuals
decreases. Hence, the information criteria have to be minimised in order to determine
the number of factors. The penalty for overfitting, which is the second term on the right-
hand side behind r in (19), is an increasing function of the cross-section size N and time
series length T,,. In empirical applications, one has to fix a maximum number of factors,
say Tmax, and estimate the model for all number of factors r = 1,..., rnac. The optimal
number of factors minimises /C)2. In the forecast comparison, we set rp.x = 6. Note that
T, in IC,y above is the time series sample size of the recursive subsample.

The number of dynamic shocks ¢ for dynamic PCA estimation of the factors and the
state-space model is determined by the information criterion proposed by Bai and Ng
(2007). This criterion takes the estimated static factors as given, and estimates a VAR of
lag order p on these factors, where p is determined by the Bayesian information criterion
(BIC). Then, a spectral decomposition of the (r x r) residual covariance matrix T, is

computed, and ¢; is the j-th ordered eigenvalue, where ¢; > ¢ > ... > ¢, > 0. Compute

. 1/2
N Ck4+1
<Zjl Cj)

fork=1,...,r— 1. Each Dy, is a measure of the marginal contribution of the respective
eigenvalue, and under the assumption rank (fu) = q, ¢, = 0 for k > ¢. Bai and Ng (2007)
show that lA)k converges to zero for k > ¢. In applications, the set of admissible numbers of
dynamic factors is chosen by a boundary according to K = {k : D), < m/ min[N?/5, T2/5]}.
We use m = 1.0, following the Monte Carlo results in Bai and Ng (2007). Finally, the
number of dynamic factors is given by g7V = min{k € K}.

In the tables below, the information criteria for r and ¢ are applied recursively. Thus,
the specifications can change over time in contrast to the specification with fixed numbers

of factors and dynamic shocks.

B.2 Empirical results for the different factor models

Table 7 shows the nowcast results for different numbers of factors for the factors based
on vertically realigned data and dynamic PCA (VA-DPCA) and MIDAS-UO projection.
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In general, now- and forecasts with fewer factors » and a smaller number of shocks ¢ are
doing better than higher-dimensional model nowcasts for all the three MIDAS projections.
For r > 3, most of the now- and forecasts are uninformative. Considering models whose
performance is relatively stable across the horizons, models with r =1, ¢ = 1 and r = 2,
q = 1,2 do best in terms of ranking. Information criteria also do well in selecting models
with high-ranking nowcast accuracy.

Table 8 shows the nowcast results for different numbers of static factors for the factors
based on the EM algorithm and static PCA (EM-PCA). The results show, that in almost
all of the cases, r = 1 is the best-performing specification. With a few exceptions, where
r = 2 performs better, r = 1 has the most stable now- and forecast performance across
horizons h,,. Information criteria tend to perform badly.

Table 9 shows the nowcast results for different numbers of factors for the state-space
model approach with the Kalman smoother to estimate factors (KFS-PCA). The speci-
fication r = 1 and ¢ = 1 is doing well for the nowcast. With r =2 and ¢ = 1 or ¢ = 2,
KFS-PCA also performs well, in some cases better than » = 1. Models specified using
information criteria perform in most of the cases worse than models with only a few fac-
tors. Furthermore, the relative MSE to GDP variance is in almost all the cases larger

than one, indicating uninformative now- and forecasts.

B.3 Summary of the comparison of specifications

The results of the sensitivity analysis lead to a clear-cut conclusion: If the number of
factors is fixed larger than two, the now- and forecasts have in most of the cases no
information content. Moreover, the information criteria select models, that have in most
of the cases a poor performance, with the exception of the VA-DPCA factors. All the
different factor models perform best with » = 1 or r = 2. As the results do not differ
substantially across these specifications, in the main text we concentrate on the case r = 1

and g = 1.
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Table 7: Nowcast and forecast results for VA-DPCA factors and MIDAS-UO for different
numbers of static and dynamic factors r» and ¢ as well as information criteria selection,
MSE relative to GDP variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters

horizon h,, 1 2 3 4 5 6 7 8 9

l.a. MIDAS-U0 r=1,¢q=1 0.71 0.86 0.89 090 1.05 098 1.05 1.09 1.12
r=2,¢g=1 0v 082 087 078 1.01 094 128 1.13 1.15
r=2,¢g=2 07 083 088 0.80 1.02 096 130 1.14 1.15
r=3,¢gq=1 0% 08 09 087 113 088 1.54 1.17 1.11
r=3,¢q=2 072 087 089 082 1.02 087 146 1.11 1.00
r=3,¢g=3 075 086 0.89 084 1.06 095 1.64 1.16 1.08
r=4,q¢g=1 08 093 1.08 1.08 1.16 1.22 150 1.25 1.17
r=4,q¢g=2 074 087 113 0.83 1.08 1.02 148 137 1.38
r=4,¢=3 082 103 120 092 117 131 159 1.34 1.37
r=5¢=1 08 1.11 1.20 1.09 1.13 1.19 152 125 1.06
r=5¢=2 083 123 110 1.05 1.13 124 151 1.55 1.17
r=5¢=3 08 097 129 120 117 122 169 134 1.14
r=6,¢g=1 092 1.15 1.22 1.12 110 1.03 159 1.02 1.20
r=6,¢g=2 091 131 134 128 129 126 182 1.59 1.90
r=6,¢g=3 091 134 1.15 1.11 1.11 163 196 1.59 1.37

e 0.70 0.89 0.89 082 1.03 093 1.56 1.15 1.05
1.b. Ranking r=1q¢=1 2 4 4 8 5 7 1 2 6
r=2qg=1 6 1 1 1 1 4 2 4 9
r=2q=2 8 2 2 2 3 6 3 5 8
r=3,q=1 5 7 7 7 11 2 9 8 5
r=3,q=2 3 6 3 3 2 1 4 3 1
r=3,q¢=3 7 3 6 6 6 5 13 7 4
r=4,qg=1 12 9 8 11 13 12 6 9 11
r=4,q=2 4 5 10 5 7 8 5 13 15
r=4,q=3 9 11 12 9 15 15 12 12 14
r=5qg=1 13 12 13 12 12 10 8 10 3
r=5qg=2 10 14 9 10 10 13 7 14 10
r=54¢=3 11 10 15 15 14 11 14 11 7
r=6,g=1 16 13 14 14 8 9 11 1 12
r=6,g=2 15 15 16 16 16 14 15 15 16
r=6,g=3 14 16 11 13 9 16 16 16 13
e 1 8 5 4 4 3 10 6 2

Note: See table 1 in the main text.
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Table 8: Nowcast and forecast results for EM-PCA factors and MIDAS-UO for different
numbers of static factors r as well as information criteria selection, MSE relative to GDP
variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters
horizon h,, 1 2 3 4 5 6 7 8 9

l.a. MIDAS-UO r=1 0.58 065 0.72 092 093 079 1.10 1.10 1.05
T=2 0.66 1.07 085 098 096 073 1.26 1.00 2.30
r=3 0.65 1.19 0.80 088 095 086 1.31 1.15 2.27
r=4 1.08 148 0.88 1.21 133 086 242 135 241
r=>5 1.64 1.17 1.18 1.49 1.56 1.71 247 1.00 3.89
r=206 1.23 118 1.74 215 141 216 225 095 3.76

e 1.63 143 1.10 1.51 166 1.41 248 1.10 3.56
1.b. Ranking r=1 1 1 1 2 1 2 1 4 1
r=2 3 2 3 3 3 1 2 3 3
r=3 2 5 2 1 2 3 3 6 2
r=4 4 7 4 4 4 4 5 7 4
T = 7 3 6 5 6 6 6 2 7
= 5 4 7 7 5 7 4 1 6
IcC 6 6 5 6 7 5 7 ) 5

Note: See table 1 in the main text.
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Table 9: Nowcast and forecast results for KFS-PCA factors and MIDAS-UOQ for different
numbers of static and dynamic factors r» and ¢ as well as information criteria selection,
MSE relative to GDP variance and ranking

nowcast forecast forecast
current quarter 1 quarter 2 quarters

horizon h,, 1 2 3 4 5 6 7 8 9

l.a. MIDAS-U0O r=1,9q=1 0.68 0.85 080 095 1.01 093 1.08 1.09 1.06
r=2,¢g=1 071 106 087 094 096 069 1.17 1.11 1.52
r=2,¢g=2 066 099 083 094 097 069 1.19 1.09 1.52
r=3,¢g=1 142 101 1.07r 097 066 083 1.16 1.39 2.36
r=3,¢q=2 083 102 1.04 099 098 068 1.19 1.16 1.53
r=3,¢=3 078 1.00 096 092 093 070 121 121 1.64
r=4,q¢=1 174 131 112 0.78 1.09 1.02 154 2.07 1.99
r=4,¢=2 160 119 1.18 1.09 114 087 1.01 217 1.70
r=4,¢=3 128 117 1.04 133 114 078 1.72 145 1.54
r=5g¢g=1 200 161 099 095 125 122 178 271 1.88
r=5¢g=2 179 132 132 121 120 088 1.17 239 1.76
r=5,¢g=3 127 102 125 156 098 1.05 183 145 1.75
r=6,¢g=1 190 161 1.01 118 134 180 194 290 2.70
r=6,¢g=2 176 147 152 147 133 131 191 245 3.25
r=6,¢g=3 096 141 155 1.72 110 142 199 138 2.20

ic 151 112 1.01 127 1.04 080 161 1.31 1.69
1.b. Ranking r=1q¢=1 2 1 1 6 7 10 2 1 1
r=2qg=1 3 7 3 4 3 2 4 3 3
r=2q=2 1 2 2 3 4 3 7 2 2
r=3,q=1 9 4 10 7 1 7 3 8 14
r=3,q=2 5 6 8 8 5 1 6 4 4
r=3,q=3 4 3 4 2 2 4 8 5 6
r=4,qg=1 12 11 11 1 9 11 9 11 12
r=4,q=2 11 10 12 9 11 8 1 12 8
r=4,q=3 8 9 9 13 12 5 11 9 5
r=5g¢g=1 16 16 5 5 14 13 12 15 11
r=5qg9g=2 14 12 14 11 13 9 5 13 10
r=>5,q=3 7 5 13 15 6 12 13 10 9

—_
o
—_
(=2}
—_
D
—_
ot
—_
D
—_
at

r=6,gq=1 15 15 6

r=6,¢g=2 13 14 15 14 15 14 14 14 16
r=6,qg=3 6 13 16 16 10 15 16 7 13
c 10 8 7 12 3 6 10 6 7

Note: See table 1 in the main text.
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risk-return-characteristics — evidence from

loan portfolios of German banks

How do banks adjust their capital ratios?

Evidence from Germany

Modelling dynamic portfolio risk using

risk drivers of elliptical processes

Time-varying contributions by the corporate bond

and CDS markets to credit risk price discovery

Banking consolidation and small business

finance — empirical evidence for Germany

The quality of banking and regional growth

Welfare effects of financial integration
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The marketability of bank assets and managerial
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Asset correlations and credit portfolio risk —

an empirical analysis

Relationship lending — empirical evidence

for Germany

Creditor concentration: an empirical investigation

Endogenous credit derivatives and bank behaviour
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cyclical determinants
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Visiting researcher at the Deutsche Bundesbank

The Deutsche Bundesbank in Frankfurt is looking for a visiting researcher. Among others
under certain conditions visiting researchers have access to a wide range of data in the
Bundesbank. They include micro data on firms and banks not available in the public.
Visitors should prepare a research project during their stay at the Bundesbank. Candidates
must hold a Ph D and be engaged in the field of either macroeconomics and monetary
economics, financial markets or international economics. Proposed research projects
should be from these fields. The visiting term will be from 3 to 6 months. Salary is

commensurate with experience.
Applicants are requested to send a CV, copies of recent papers, letters of reference and a

proposal for a research project to:

Deutsche Bundesbank
Personalabteilung
Wilhelm-Epstein-Str. 14

60431 Frankfurt
GERMANY
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